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Abstract

The recent literature on time series has developed a lot of models for the analysis of
the dynamic conditional correlation, involving the same variable observed in different loca-
tions; very often, in this framework, the consideration of the spatial interactions are omitted.
We propose to extend a time-varying conditional correlation model (following an ARMA
dynamics) to include the spatial effects, with a specification depending on the local spatial
interactions. The spatial part is based on a fixed symmetric weight matrix, called Gaus-
sian Kernel Matrix (GKM), but its effect will vary along the time depending on the degree
of time correlation in a certain period. We show the theoretical aspects, with the support
of simulation experiments, and apply this methodology to two space-time data sets, in a
demographic and a financial framework respectively.

Keywords: space-time correlation; time-varying correlation; weight matrix; gaussian ker-
nel
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1 Introduction

The analysis of space-time series has had a large success in the Eighties, in particular thanks
to the extension of the ARMA models to the space-time framework proposed by Pfeifer and
Deutsch (1980). Belonging to the ARMA family, a crucial role, in particular for the identifica-
tion and the residual diagnostic, is played by the autocorrelation function, which is extended to
the space-time case using the concept of spatial lag (see, for example, Anselin, 1988a, section
3.1.4). This approach does not consider the fact that correlations are often time-varying.



Generally, the spatial dependence is defined as an effect related to the interaction between
geographical or territorial areas and takes place at a particular moment of time. One of the
first approaches to the space-time modeling were the autoregressive processes. In the first order
spatial autoregressive model (SAR), a variable is a function of its spatial lag at time ¢. Cressie
(1993) proposes a generalization of the STARIMA models presented in Martin and Oeppen
(1975) and Pfeifer and Deutsch (1980) such that they also include not only a time-lagged com-
ponent but also spatial dependence. In quite recent times, there have been several contributions
in this field. For example, Elhorst (2001; 2003) presented different single equation models that
include a wide range of spatial dependence models. Moreover, space-time dependence is spec-
ified in spatial autoregressive models in both theoretical frameworks ( Baltagi and Li, 2003 ,
Pace et al . 1998; 2000 ) or applications for panel data (Case, 1991; Yilmaz et al 2002 ; Baltagi
and Li, 2003; Mobley 2003).

The recent literature has developed several multivariate time series models to represent con-
ditional (on the past) correlations, in particular in a financial framework (see, for example, the
review of Bauwens et al., 2006). Very often the variables involved in the analysis represent the
same phenomenon referred to different locations, so it is a space-time framework, but the spatial
relationships are never considered; for example, many financial applications consider the cor-
relations between pairs of returns of financial indices observed in different countries, without
including the spatial effects in the model used.

Notice that the spatial relationships are not necessarily relative to the geographical distance
between the countries (as, for example, in Bayoumi et al., 2007, to measure the contagion be-
tween financial markets), but they can express an “economic distance’; this idea was developed
in this framework, for example, by Otranto (2012), where the distance is linked to the volatility
patterns of the returns, or in Borovkova and Lopuhai (2012), where the weight matrices, used
to estimate spatial GARCH models, are based on the inverse travel distance, the GDP and the
market capitalization.

A natural extension is to include the spatial effects in the time-varying conditional correla-
tion models. In particular we will use the Tse and Tsui (2002) specification, which provides a
direct modelization of the conditional correlation matrix (without a rescaling, as in Engle, 2002)
and the introduction of the spatial effects is strictly linked to the Moran local index, one of the
most diffused spatial correlation coefficients (see Anselin, 1998a). Also, we specify the family
of weight matrices that can be used in our approach to guarantee the definite positiveness of the
correlation matrix. This is made by using Gaussian Kernel Functions (GKF) depending on the
distance between spatial units. The particular form of the model provides the possibility to test
the presence of spatial effects and to calculate the contribution of the spatial effects to the full
correlation coefficient at each time. The estimation step requires some reparameterization in
the case of a large number NV of spatial units; we use a simple reparameterization that reduces
the number of unknown coefficients from N (N — 1)/2 to N.

The paper is organized as follows: next section will contain the description of the model,
its characteristics and the estimation procedure; section 3 provides the results of several Monte
Carlo experiments to study the behavior of the GKF function, to verify if the likelihood based
criteria are useful to select the correct weight matrix and to verify the estimation procedure.
Section 4 will present two applications, one in a demographic regional framework and the other
in the financial field. Some final remarks will conclude the paper.



2 The Space-Time Conditional Correlation Model

Let y; be a stationary multivariate random variable relative to /V spatial units observed in I’ time
periods (t = 1,...,T). We hypothesize that y; follows a model depending on a set of unknown
coefficients n = (n}, ..., nYy) , callity, = f(Y;_1;m)+e;, where Y, represents the information
set at time ¢, or Y; = {y;, Ys—1,Yi_2, ... }. Moreover we hypothesize that the disturbance &,
follows a Normal distribution with mean O so that (y;|Y;_1) ~ N(f(Y;_1;m); D, R, D;), where
D is a diagonal matrix containing the (time-varying) standard deviations o;; ( = 1,..., N)
and R; is the matrix of correlations between the spatial units at time ¢ (call them p;;; 7,7 =
1,...,N). We suppose that each o0;, depends on a set of parameters 8;, included in the vector
0 = (01,0,,...,0y), and p;;; = h(Y,_1; W; ¢). The matrix W = W (§) is a spatial weight
matrix which can depend on a set of coefficients (&), which can also be (partially) coincident
with 1 and/or 0; ¢ is a set of parameters. In spatial statistics generally the weight matrix is
fixed subjectively, using some criteria, such as the neighborhood; anyway we consider a more
general case, in which the weights are related to a distance measure which not necessarily rep-
resents a geographical distance, depending on the kind of application (for example, in economic
application it could be an “economic distance”).

The main advantage of the previous hypotheses is that, following the lines of Engle (2002),
we can split the log-likelihood in two parts, providing a two-step estimation. In fact, the log-
likelihood function is given by:

Z [Nin(27) +1n |DRDy| + (y: — f(Yie1;m)) Dy 'Ry Dy (y, — f(Yio15m))]

t=1

Calling u, = D; ' (y, — f(Y;_1;n)) the standardized multivariate variable, the previous expres-
sion can be rewritten:

L=—13T [Nin(2r)+2in|Dy| + In |Ry| + w,R; uy] =

—iS 0 [NIn@27) + in | Dy + (ye — f(Yiei;m) D Dy — f(Yieism)]
2.1)

~3 23:1 [_Uiut +In | Ry| + UQRflut} =

Recalling that D is diagonal, the first component of (2.1) can be written as:

'Cl(YZtS n, 0) _ _% Z Z {ln(?w) + ln(JiJ + (yit - f(z/;fl; nz))

g
t=1 =1 it

which is the sum of the N log-likelihoods of the single spatial units; it is evident that it depends
only on the parameters 77 and 6.

On the other hand the second component of (2.1) contains the parameters ¢ of the correla-
tion matrix. This decomposition of the full log-likelihood provides the possibility to perform
a two-step estimator for the full set of parameters (Engle, 2002). In the first step we estimate
1 and O maximizing (separately) the N univariate models in £;(Y};n, 6). In the second step,
given the estimates 7) and 6, we estimate ¢ maximizing L-(Y;; 7, é, o).

If the first step provides consistent estimators, the second step will be consistent under not
restrictive regularity conditions, as shown in Newey and McFadden (1994).!

!"The regularity (sufficient) conditions require that £ is a continuous function in a neighborhood of the true
parameters.



The previous result does not require particular assumptions on the correlations; the stronger
assumption is that each spatial unit follows a proper dynamics over time, which does not depend
on the other spatial units in the mean and in the variance, but only in the correlation structure.
This kind of assumption has some common feature with the assumptions of the Seemingly Unre-
lated Regression Models with spatial correlation (Anselin, 1988b), a frequently used framework
in spatial statistics.

A simple and parsimonious way to represent the space-time correlations is to extend the
dynamic conditional correlation model of Tse and Tsui (2002), developed for the analysis of
the correlation of financial time series, to include the spatial effects. The conditional correlation
space-time matrix R; is represented by the following model:

Ri=R+a(R_1—R) +B¥_ - R +vyWo¥,_, —R) (2.2)

where o represents the element-by-element product (Hadamard product) and «, (3, v are un-
known coefficients, whereas W, is a square positive definite matrix. A sufficient condition to
guarantee the stationarity of the model is that the unknown coefficients are non-negative and
that (o + f + ) < 1.

In the original specification of Tse and Tsui (2002) the last term of the right part of (2.2)
is not present (v = 0) and the so-called correlation targeting is assumed; this means that R is
the unconditional correlation matrix, because it is the expected value of both R, and W, (for
each t). Under this hypothesis R can be estimated by the sample correlation of the standardized
residuals i, estimated in the first step (Bollerslev, 1990).2 In our model this is not possible
because the expected value of (W o W,) is not R. More in general, in (2.2) R is a positive
definite matrix with V(N — 1)/2 unknown coefficients. A dimensionality problem arises when
N is not small; we suggest to adopt the following reparameterization:

R=ccd +A (2.3)

where ¢ = (¢, ¢,...,cy) is a vector of coefficients with —1 < ¢; < 1 (¢; # 0 for each 17)
and A is a diagonal matrix with the elements on the diagonal equal to (1 — ¢?). Notice that this
reparameterization provides a full rank matrix with diagonal elements equal to 1 and the other
elements between -1 and 1, so that Ris a N x N correlation matrix depending on /N unknown
coefficients.

The matrix W, = {1;;+} is a square positive definite matrix with elements which are func-
tions of the standardized residuals ,; following Tse and Tsui (2002), ;5,1 is given by:

Zszl Wiy p—
K - K -
\/Zk:1 Uitk Zk:l U?yt—k

A necessary condition for W, to be positive definite is X > N. In general, R; is a well-defined
correlation matrix (positive definite with diagonal elements equal to 1) if the starting value R,
and each ¥, are well-defined correlation matrices and W is a positive-semidefinite matrix.’
We propose to build the exogenous symmetric matrix W in model (2.2) making use of
the Gaussian kernel.* Considering the positivity of the Gaussian kernel (Hofman et al., 2008,

Qybij,t—l =

21t differs from the maximum likelihood estimator only in finite sample and provides a large reduction of
unknown parameters (Engle and Mezrich, 1996).

3In fact the Hadamard product of two positive-semidefinite matrices is positive-semidefinite. This is known as
the Schur product theorem (see, for example, Zhang, 2005).

“We recall that the classical binary matrices (0-1) are not positive definite by construction.
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Fasshauer, 2011), we use a Gaussian Kernel Matrix (GKM) with the weighting function given
by:

where d;; is a distance between the generic spatial units ¢ and j and h(d;;) is a nonnegative
bandwidth function which provides a decay in (2.4) with the increase in the distance. If 7 = j
the value of the weight w;; will be equal to 1. Varying the bandwidth results in a different expo-
nential decay profile, which in turn produces weights that vary more or less rapidly over space.
For spatial units far away from ¢ the weight w;; will fall to virtually zero. Among other things,
the use of the GKM solves a classic problem in the analysis of spatial data known as topological
invariance (Dacey, 1968). As a consequence the function proposed has the important property
of being sensitive to topological transformations of the territory.

The dependence of the bandwidth on the distance underlines the importance to link the
GKM to the spatial pattern; we have experimented several alternatives and three of them seem
to provide better results (other criteria are commented in the final section):

1. h(dm> = hl(]p = Ol[M&l'(dl])],
2. h(d”) = hggp = OQ[MCL[I)(d”)],

In the third Maxmin function (Mucciardi and Bertuccelli, 2012) h,,, is chosen in such a way
that the following relationship is satisfied:

hyrm = mazx(er, g, ... €. .. €5) (2.5)

where e; represents the minimum distance of the generic spatial unit ¢ with the other units j
(with 7 # j). As a consequence each spatial unit is connected to all the others.

Notice that in (2.4), if the distance d;; does not depend on additional parameters, there are
not unknown coefficients and ¢ = (cy, ..., cn, @, 3,7).

Each element of model (2.2) can be easily interpreted; « represents the coefficient of the
time persistence effect, whereas [ the coefficient of the time innovation; ~y is the coefficient
of the spatial effect on the correlation at each time ¢. Let us consider only the last effect,
YW o W,_4; each row of this matrix is given by:

K ~ ~
N D ket Wigli kUt k
S 2, S
k=1 Witk 2ik=1 Y5tk

The local Moran index (Anselin, 1995) for unit ¢ is used to represent the spatial correlation
coefficient between ¢ and the other units, and it is given by Zjvzl Wi Ui p—kUj¢—. AS a conse-
quence, each row of W o W,_; contains an information linked to the local spatial correlations
calculated in the last K periods.

In particular we can interpret the ratio (multiplied by 100) between the element (i, j) of
YW o W, ; and the element (i, j) of R, as the percentage of correlation at time ¢ due to the
spatial effect. Notice also that the Tse-Tsui model (without correlation targeting) is nested in
model (2.2), so that we can verify the hypothesis of no significance of the spatial effect, v = 0,
by a simple ¢—ratio or a likelihood ratio test.

SIf d;; depends on £ C (7, 8), it is estimated in the first step, otherwise £ will be included in ¢.



3 Monte Carlo Evidence

We have performed some simulation experiments with the following purposes:

1. verify the behavior of the GKM functions in correspondence of the three different band-
widths;

2. verify the importance by considering the correct model specification and the possibility
of detecting it in statistical terms;

3. verify the goodness of the reparameterization (2.3) in the estimation step.

First, we have randomly generated a different number /V of spatial units (N = 5, 10, 25, 50,
100) and the relative distance matrix in a lattice of dimension 200 x 200, using an ad hoc Matlab
function. For each spatial pattern we have calculated the three bandwidths %y, haop and Az,
and synthesized these results in Table 1, where the averages and the standard deviations of the
1000 coefficients are shown. Notice as the average value of the bandwidth coefficient increases
for hyop and hgo, when NV increases and vice versa for Ay, with a similar average value with
respect to hyo, when N = 100; also the bandwidth is more stable when N increases, as shown
by a low standard deviation.

In Figure 1 we show the behavior of the three different GKM functions with bandwidths
equal to the average values reported in Table 1. It is clear how the GKM with bandwidth A,
changes its behavior with a curve which approaches the GKM with £, when the number of
spatial units increases (in the case of 100 spatial units the two lines are almost overlapping).

Second, we have generated space-time series with 7' = 500 and N = 10 and 25 from model
(2.2), fixing o« = 0.5, § = 0.1, v = 0.3, using the previous spatial patterns. Subsequently the
GKM with the three different bandwidths was applied to the distance matrices.

The matrix R has also been generated randomly and it changes in each simulation to verify
the robustness of the estimation of the dynamic coefficients. It was generated through a Matlab
function following the work of Numpacharoen and Atsawarungruangkit (2012). Finally we
have generated the standardized residuals u; from a multivariate standard Normal distribution
and obtained the R, matrices.

The simulation experiment consists of generating 200 space-time series using each one of
the three previous specifications of the weight matrix; moreover we also generate data from a
model without spatial effects (y = 0), labeled with “Time”. Then we have estimated model
(2.2) with the four specifications and compared them in terms of the Bayesian Information
Criterion (BIC) and percentage of Mean Absolute Error (MAE). For the sake of simplicity, at
this stage the matrix R is considered known. In Table 2 we show the results. It can be seen
that the BIC favors clearly the true model; in some cases the hqg, and the h,y, are confused;
this is due to the similar bandwidth coefficient and, as a consequence, the similar behavior of
the two kernels (cf. Table 1 and Figure 1). The MAE demonstrates the cases of similar fitting
performance of the alternative models; notice that the presence of spatial effects implies that
the space—time models clearly outperform the model “Time” with differences of more than
10 percentage points. Also, when the true model is “Time”, it is important to notice that the
difference among the four models is not relevant in terms of MAE; in fact, in this case, the
parameter 7y is approximately equal to zero in the space-time models. On the other hand the
fact that it is not present in the model is well evidenced from the BIC, which clearly favors the
model “Time”. Again the MAE indicates a similar performance of models with weight matrix
haop and hpyz,y,. The spatial dimension does not seem to affect the results, which are very similar
for N = 10 and N = 25. To summarize, this experiment shows that the BIC is able to detect
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the presence of spatial effects in model (2.2) and the correct weight matrix; the MAE results
show that the consideration of spatial effects is relevant in capturing the correct behavior of the
correlations.

In the third experiment, we want to verify the goodness of the reparameterization (2.3) in
the estimation step. We have generated 200 space-time series with 7' = 500 and N = 10
and 25 from model (2.2) similarly to the previous experiment, with weight matrix obtained
from the GKM function with bandwidth hy,. Then we have estimated model (2.2) using three
alternatives for the matrix R:

1. “True R”: we consider R known, using the true one used to generate the data, as in the
previous simulation experiment;

2. “Sample R”: we consider the sample correlation of the u,, as under the correlation tar-
geting hypothesis;

3. “Repar. R”: we estimate R using the reparameterization (2.3).

In Table 3 we show the results of this third set of simulations for the dynamic parameters; the
bias of the “Sample R” estimation is evident because, as said previously, in model (2.2) R can
not be considered as the unconditional correlation. The similar estimation obtained from “True
R’ and “Repar. R”, which on average show estimates near the true data generating parameters
is relevant. The estimates of “Repar. R” do not worsen when the spatial dimension increases
(and increasing the number of estimated coefficients from 13 to 28), indeed they seem more
robust than the “True R” estimates. This result seems to support the use of parameterization
(2.3) as a good parsimonious approximation of the matrix R.

4 Applications

We apply the proposed conditional correlation model to two space-time series, in which the
spatial component has a different interpretation. In the first case (analysis of Italian births) it
has a “classical” interpretation, namely it is territorial distance between pairs of regions; in
the second case (analysis of financial markets) it can be interpreted as an “economic distance”
because the relationship depends on the similarity of the volatility of each pair of markets. The
first example is mainly used to illustrate the procedure of model selection and the output of the
model proposed, whereas the second one is used to derive some information for a more accurate
portfolio selection.

4.1 Correlation between regional Italian births

We have considered the space-time series of Italian crude birth rate® from January 2003 to
November 2013 (monthly data) for the 20 Italian Regions (Istat source’). In Italy the 20 Regions
are frequently grouped in 4 wide areas with similar cultural, economic, social, demographic
characteristics (they are depicted in Figure 2):

e Northern Italy: it consists of 8 regions: Valle d’Aosta (VAL), Piedmont (PIE), Liguria
(LIG), Lombardy (LOM), Emilia-Romagna (EMI), Veneto (VEN), Friuli-Venezia Giulia

®Crude birth rate indicates the number of live births occurring during the year, per 1,000 population estimated
at midyear.
"The data are available at the website http://demo.istat.it.



(FRI), Trentino Alto-Adige (TRE). Further aggregation includes the first four regions in
the Northwest Italy and the last four regions in the Northeast Italy. This distinction is less
clear for Emilia-Romagna, whose territory stretches from west to east Italy.

e Central Italy: it encompasses four regions: Lazio (LAZ), Marche (MAR), Tuscany (TUS),
Umbria (UMB). Historically, also Romagna (the part of Emilia-Romagna bordering Marche
and Tuscany) is part of Central Italy.

e Southern Italy: it encompasses 6 regions: Abruzzo (ABR), Apulia (APU), Basilicata
(BAS), Calabria (CAL), Campania (CAM), Molise (MOL). From a geographical per-
spective, Abruzzo is part of the Central Italy, but the traditions, history, culture, dialect
are typical of South Italy.

e Insular Italy: it includes the two major islands of Italy, Sicily (SIC) and Sardinia (SAR).
Particularly, the latter has traditions and culture different from the rest of the Italian re-
gions. Southern and Insular Italy (with the southern part of Lazio) constitute the so—called
Mezzogiorno, approximately overlapping (except Sardinia) with the historical Kingdom
of Two Sicilies.

We have applied model (2.2), using the three different kernel functions to obtain W and
the “Time” specification with v = 0.8 In the first-step estimation we have simply considered
constant means and variances.

In Table 4 we show the estimation results of the four models; the constant part (coefficients
¢, © = 1,...,20) does not show relevant differences among the models. All the models do
not find a significant « coefficient, so that the autoregressive component of the conditional
correlation is not present, whereas it depends on the correlations in the most recent periods.
The spatial effects are significant in the three space-time models (coefficients v significant); as
expected the coefficient 3 of the Time specification is greater than the corresponding coefficient
of the space—time models because it also contains the not—explicit spatial effects. In terms of
fitting we can notice that the space—time models have a lower BIC with respect to the Time
specification and the model with the W matrix derived from the bandwidth A, is the best
one. Based on the simulation results of Section 3, it can be adopted as the model to represent
the conditional correlations.

Following this model, it results that the conditional correlation is, on average, frequently
more than 0.7 for several pairs of regions (see Table 5); the only regions which seem to have
a small linear relationship with the others are Valle d’Aosta (the smallest region with strong
components of native culture) and Lazio (the region containing Rome, the Italian city with more
interracial relationships). The regions with the highest conditional correlation in the time span
considered are Lombardy and Veneto (on average it is 0.93), whereas the ones with the lowest
conditional correlation are Valle d’ Aosta and Lazio (on average 0.30). In Figure 4 we can notice
the different dynamics of the two conditional correlation series: we notice an approximately
constant behavior of the first series and more oscillations of the second one, which seems to
follow the economic business cycle fluctuations.

In Table 6 the average percentage of the spatial effects for each correlation coefficient (ratio
between each element of YW o W, _; and the corresponding element of R;) is shown. In several
cases, on average, the percentage of spatial effects on the full conditional correlation is more

8The GKM functions are applied to the 20 Italian regions with a maximum extension of 1065 kilometers. The
distance matrix is calculated on the territorial barycenters of the regions. The three bandwidths coefficients are (in
kilometers) hio, = 106.47, hoop = 212.93 and h sy, = 378.74 respectively.



than 7% and characterizes several regions belonging to the same wide area; the highest average
percentage is shown by the pair Abruzzo—Molise with 7.77%, whereas the minimum by the pair
Sicily—Valle d’Aosta, which are two opposite regions in cultural, economic and social terms.
For the two previous pairs, we can notice the presence of a strong spatial effect for the pair
Lombardy—Veneto (7%, on average, of the full correlation) and a weak spatial effect in the
case of Valle d’Aosta—Lazio (1.12% on average). Anyway the linear correlation coefficient
between the elements of Table 5 and 6 is very small (0.13). In other words, for this application
it seems that the time and spatial effects are clearly separated: high level of the full conditional
correlation do not correspond to high levels of the contribution of the spatial effect to the full
conditional correlation. This can be made clearer deriving the dendrograms from Tables 5 and 6,
using the corresponding entries as measures of similarity between each pair of regions (Figure
4). We can cut the dendrograms to obtain three groups; in the first case, obtained from the
averages of conditional correlations (left panel), the group containing only VAL and LAZ is the
one with lower levels of conditional correlations; then there is another small group (composed
by MOL, ABR, BAS, TRE, UMB) with the regions showing an average correlation between 0.6
and 0.7 and a third large group with the regions with larger correlation with the other regions.
The right panel, based on the dendrogram derived from the average percentages of spatial effects
in the correlation, shows how the groups are strictly linked to geographical distances.

4.2 Correlation between financial indices

As previously said, distance is not necessarily a geographical concept but it could represent
the degree of similarity of economic behaviors. A recent matter in the econometric literature is
given by the estimation of the conditional correlations of a set of assets or indices in the financial
analysis. This is an important issue because the correct estimation of the covariance matrix of
this set of variables helps in portfolio risk evaluation and asset allocation. We consider the
series of returns of the set of financial indices available in the Oxford-Man Institute’s Realised
Library version 0.2, which collects data relative to the main financial indices in the world. In
particular we have considered the common dates from July 8, 2002 to May 23, 2014 (1962
daily observations) of the following 21 indices: S&P 500 (USA); FTSE 100 (England); Nikkei
225 (Japan); DAX (Germany); Russell 2000 (USA); All Ordinaries (Australia); DJIA (USA);
Nasdaq 100 (USA); CAC 40 (France); Hang Seng (China); Kospi Composite (South Korea);
AEX (Holland); Swiss Market Index (Switzerland); IBEX 35 (Spain); S&P CNX Nifty (India);
IPC (Mexico); Bovespa (Brasil); S&P/TSX Composite (Canada); Euro STOXX 50 (Europe);
FT Straits Times (Singapore); FTSE MIB (Italy).

A recent strand of the literature has the purpose of detecting the determinants of financial
market correlations. Many authors indicate volatility as the main cause of the correlation and
some authors have tried to include its effect in conditional correlation models (see, for exam-
ple, Bauwens and Otranto, 2013); the idea is that similar volatility patterns can have similar
correlation dynamics. A common assumption is to consider constant means and time—varying
conditional variances.

We specify the space—time conditional correlation model considering the dependence of the
matrix W on a measure of distance between volatilities relative to a pair of markets. For this
purpose we use the GARCH distance proposed by Otranto (2008) following these steps:

1. estimate the conditional variance of each series of returns using a GJR-GARCH(1,1)



model (see Glosten et al., 1993); the model is given by:

Tit = Hi T Eit

O'zt =w; + @i5?7t—1 + biagt_l + gi(Si,t,laf,t_l
1 ifr;y <0

0 ifriy >0

where 7; ; represents the return of the series i at time ¢, &, ~ N (0, aﬁt) and Jit represents
the conditional variance of the return at time ¢; u;, w;, a;, b;, g; are unknown coefficients.
The square root of ait is the i-th element of the diagonal of Dt1 /2. The presence of the
dummy variable 9, ; indicates the presence of asymmetric effects due to negative returns,
which provide higher levels of volatility;

2. estimate the GARCH (euclidian) distance for each pair of series (4, j):

(@ + 9:/2)% /(1 = B2) + (a; + ¢;/2)*/ (1 = b2) — 2(a; + g:/2)(a; + g;/2) /(1 — bib,)]

3. Calculate W using the previous distances and estimate the series R;.

In terms of the notation of section 2 we have n = (u1,...,un), 0; = (wi,a;,b;,9;),
£ = (CLl, bi,91,...,an, bN,gN) (& C0).

To save space we do not show the estimation results (available on request) to obtain the
four alternative conditional correlation series (obtained with the three different bandwidths of
the kernel function and the specification without spatial effects); the results indicate that the
coefficient is significant in the three space-time specifications and that the model with the /4,
bandwidth is the one with the lowest BIC.’

To perform a comparison between the alternative models it may be more interesting to
compare them in terms of portfolio performance criteria than statistical criteria. Following
Engle and Colacito (2006), we consider a set of identical expected returns for all the competing
models and perform the portfolio allocation selecting the vector of weights at time ¢, call it
p:, solving the classical variance minimization problem subject to a required return equal to 1
(Markowitz, 1959):

>l

r'e

where 7 is the vector of expected returns. The portfolio weights depend on the expected returns,
the variances, and the correlations of the financial indices; since the expected returns and the
conditional variances are identical for all the models, the comparisons will depend only on the
differences in the correlation matrices. To select the theoretical expected returns we follow
again the suggestion of Engle and Colacito (2006), considering hedging portfolios, obtained by
setting one entry of = equal to 1 and the others equal to zero; in this way the index with unitary
weight is hedged against all other indices. The best model will be the one with the smallest
portfolio volatility (square root of portfolio variance) for each vector of expected returns.

In Table 7 we show a synthesis of the results. In order to ease the comparison we set the low-
est volatility as equal to 100 in each experiment. Of course the differences are not so relevant

D =

9The four values of the BIC are: 2.78 for the case h1iop, 2.80 for hagp, 2.82 for hprm, 2.84 for T'ime.
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because the conditional correlation models differ only in the bandwidth or the presence of the
spatial coefficient. It is remarkable that, consistent with the BIC results, the space-time model
with bandwidth /¢, has the minimum portfolio variance in 10 of the 21 theoretical portfolios,
whereas the model without the spatial component is consistent in only 2 of the theoretical port-
folios. Moreover the average of all the portfolio variances is smaller for the A, case. In other
words it seems that the consideration of the volatility distance between the financial markets
improves the asset allocation performance by reducing the portfolio variance.

5 Final Remarks

This paper introduces a new approach of measuring space-time conditional correlation which
provides time—varying correlation coefficients with spatial effects. The model proposed is an
extension of the Tse and Tsui (2002) model for the analysis of the dynamic conditional cor-
relation in financial markets. It is possible to extend other approaches to the space-time case
(for example the so-called DCC model of Engle, 2002); our preference for the Tse-Tsui model
is due to the fact that the presence of the matrix of innovations ¥;, combined with the spatial
weight matrix W, provides a convenient interpretation because each element of the resulting
matrix is linked to the spatial local Moran index. In practice in the same model we can combine
time-varying and spatial effects which have a proper interpretation also when we consider them
separately.

The estimation of the model does not present particular drawbacks; it is possible to use
the MLE with the Quasi MLE interpretation, which ensures consistent estimates. We propose
the bandwidth h(d;;) (present in the kernel function which generates the matrix W) with three
alternative functions; the choice favors the possibility of linking the bandwidth to the spatial
units by the distance. This approach differs fundamentally from other approaches (called data-
driven) that require use of intensive computational methods for the estimation of the bandwidth
(see Silverman, 1986, Wand and Jones, 1995). Of course it is also possible to substitute h(d;;)
with an unknown coefficient h, inserting it in the set of parameters present in the likelihood.
We have tried to perform this approach in the two applications illustrated in section 4; it is
interesting to note that in both the cases the BIC obtained is higher than the BIC of the best
model derived from our procedure and that the inference does not differ substantially between
the two approaches, in spite of different estimates of the bandwidth. In particular, the bandwidth
obtained with our procedure for the first application was hys,, = 378.74 whereas with the
MLE it was hy;,r = 616.54; in the second application we have obtained hio, = 0.017 and
hyre = 0.10. This result seems to support the idea that the distance-based bandwidth choice
is a simple valid solution and that the estimation of the coefficient does not involve significant
improvements in fitting.

The applications performed confirm that the consideration of spatial effects in time—varying
correlation dynamics can increase the fitting of the data (lower BIC), provide some useful inter-
pretation (percentage of the spatial effects in respect to the full correlation in the demographic
application) and can increase the performance of the model in inferential exercises such as in
better portfolio allocation in financial applications.
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TABLES AND FIGURES

Table 1: Simulation results: average and standard deviation (in parentheses) of three kinds of
bandwidths in correspondence of 1000 simulated spatial patterns in a 200 x 200 lattice with
different number N of spatial units .

N higp  hagyp P
5 17.38 3476 95.02
(3.17) (6.34) (29.72)

10 20.21 4043 7547
(2.33) (4.66) (19.65)

25 2292 4584 52.61
(1.64) (3.29) (11.44)

50 2445 4891 39.88
(1.29) (2.58) (8.05)

100 25.55 51.09 29.62
(0.96) (1.91) (4.82)
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Table 2: Simulation results: percentage of the Space-Time conditional correlation models show-
ing the best BIC and average of the MAE (multiplied by 100) in correspondence of different
bandwidths of the weight matrix and different number of spatial units (7" = 500; number of
replications 200; size of the lattice 200 x 200).

10 spatial units

Percentage best BIC MAE average
True hiop  hoop harm  Time | higp  hoop  harm  Time
hiop 995 0.0 05 00| 1.06 3.68 4.65 11.83
haop 00 845 155 0.0]3.48 090 190 11.18
haim 0.0 125 875 001|376 157 090 10.24
Time 05 10 05 980|074 065 067 0.63

25 spatial units

Percentage best BIC MAE average
True hiop  hoop harm  Time | higp  hoop  harm  Time
higp | 100.0 0.0 0.0 00]062 294 249 1148
haop 0.0 86.0 14.0 0.0]253 053 094 992
haim 0.5 13.0 86.5 001|216 1.00 055 10.20
Time 00 00 00 1000|029 035 027 0.25

The matrix R is generated at each replication. hyp, haop, harm indicate the different specifications of the band-
width to obtain the weight matrix illustrated in Section 2. “Time” represents the case without spatial effects (y = 0

in 2.2).

Table 3: Simulation results: averages (standard deviation in parentheses) of the estimated pa-
rameters of the Space-Time conditional correlation models with different estimation method for
the constant matrix /2 and different number of spatial units (7' = 500; number of replications
200; size of the lattice 200 x 200).

Coefficient
«Q

B
5

True
0.5
0.1
0.3

10 spatial units
True R Sample R Repar. R
0.48 (0.06) 0.46 (0.07) 0.47 (0.06)
0.10(0.02) 0.14 (0.02) 0.10 (0.02)
0.31 (0.04) 0.25(0.05) 0.31(0.04)

25 spatial units
True R Sample R Repar. R
0.46 (0.08) 0.42(0.09) 0.47 (0.09)
0.11(0.02) 0.14 (0.02) 0.11(0.02)
0.33 (0.05) 0.25(0.04) 0.32(0.05)

The matrix R is generated at each replication. The weight matrix is obtained from the GKM function with band-
width hogp. “True R” means that in the estimation we use the same generated R, “Sample R” means that R is
estimated using the sample correlation, “Repar. R” means that R is estimated using the reparameterization (2.3).
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Table 4: Regional Italian crude births: Estimation results (standard errors in parentheses) of the
space—time—varying conditional correlation using different weight matrix specifications, and
corresponding Log-Likelihood and BIC.

Coefficient thp hgop hMm Time

o) 0.000 (0.002) | 0.000 (0.000) | 0.000 (0.002) | 0.000 (0.000)
B 0.083 (0.028) | 0.051 (0.027) | 0.040 (0.028) | 0.158 (0.028)
v 0.081 (0.013) | 0.069 (0.010) | 0.079 (0.012)

c1 0.946 (0.015) | 0.934 (0.013) | 0.930 (0.013) | 0.906 (0.015)
Co 0.569 (0.070) | 0.559 (0.068) | 0.560 (0.068) | 0.559 (0.070)
c3 0.992 (0.009) | 0.974 (0.007) | 0.971 (0.006) | 0.955 (0.008)
4 0.835 (0.030) | 0.821 (0.029) | 0.815 (0.030) | 0.810 (0.031)
cs 0.991 (0.008) | 0.972 (0.007) | 0.967 (0.007) | 0.962 (0.007)
Cé 0.929 (0.017) | 0.921 (0.015) | 0.916 (0.015) | 0.896 (0.017)
cr 0.932 (0.017) | 0.916 (0.016) | 0.908 (0.016) | 0.888 (0.019)
cs 0.967 (0.010) | 0.954 (0.009) | 0.949 (0.009) | 0.937 (0.011)
Co 0.937 (0.017) | 0.921 (0.015) | 0.912 (0.015) | 0.905 (0.016)
C10 0.813 (0.034) | 0.802 (0.033) | 0.792 (0.033) | 0.785 (0.035)
cn 0.938 (0.016) | 0.922 (0.015) | 0.911 (0.015) | 0.904 (0.016)
C12 0.594 (0.065) | 0.588 (0.062) | 0.585 (0.061) | 0.557 (0.068)
c13 0.838 (0.031) | 0.821 (0.029) | 0.815 (0.029) | 0.802 (0.031)
Cl4 0.776 (0.039) | 0.762 (0.038) | 0.753 (0.038) | 0.737 (0.042)
15 0.975 (0.011) | 0.956 (0.010) | 0.948 (0.010) | 0.929 (0.012)
Ci6 0.986 (0.010) | 0.973 (0.008) | 0.969 (0.008) | 0.938 (0.011)
cir 0.865 (0.025) | 0.857 (0.024) | 0.853 (0.025) | 0.840 (0.027)
c18 0.967 (0.015) | 0.951 (0.011) | 0.943 (0.011) | 0.916 (0.014)
C19 0.965 (0.016) | 0.960 (0.013) | 0.960 (0.012) | 0.912 (0.015)
€20 0.942 (0.019) | 0.937 (0.017) | 0.925 (0.017) | 0.889 (0.019)
Log-Lik. 368.22 385.73 390.52 341.17

BIC -5.17 -5.46 -5.54 -4.77
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Table 7: Financial indices: Comparison of volatilities for each theoretical portfolio.

hedged index hiop haop harm Time

S&P 500 100.00 100.43 100.62 100.79
FTSE 100 100.00 100.18 100.29 100.12
Nikkei 225 100.22 100.15 100.06 100.00
DAX 100.51 100.00 100.02 100.48
Russel 2000 100.00 100.58 100.97 101.69
All Ordinaries 100.07 100.06 100.06 100.00
DIJIA 100.00 100.62 101.04 101.38
Nasdaq 100 100.00 100.40 100.73 101.38
CAC 40 100.00 100.63 100.68 100.34
Hang Seng 100.22 100.15 100.00 100.04
KOSPI 100.05 100.02 100.00 100.02
AEX 101.36 100.23 100.00 100.34
Swiss Market 100.04 100.00 100.04 100.48
IBEX 35 100.00 100.26 100.46 100.26
S&P CNX Nifty | 100.00 100.05 100.15 100.10
IPC 100.21 100.00 100.03 100.64
Bovespa 100.06 100.00 100.02 100.48
S&P/TSX 100.00 100.37 100.44 100.34
Euro STOXX 50 | 100.56 100.11 100.00 101.07
FT Straits Times | 100.22 100.14 100.00 100.01
FTSE MIB 100.00 100.22 100.35 100.63
Average 100.17 100.22 100.28 100.51

The lowest volatility in each minimum variance portfolio experiment is set to 100 and then the average is computed
for each model, so a number like (100 + 2) means that the corresponding model provides, on average, a % higher
portfolio volatility than the model having the lowest volatility.
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Figure 1: Behavior of GKM functions with different bandwidths in correspondence of different
numbers of spatial units. The lines refer to three GKM functions with bandwidth A, (black
line), ho, (gray line), Ay, (dotted line). The values of the bandwidths are reported in Table 1.
The y—axis refers to the weight w, the z—axis refers to the distance d.
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Figure 2: Repartition of Italy in (from darker to lighter): Northwest, Northeast, Central, South-
ern, Insular.
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Figure 3: Regional Italian crude births: Conditional correlations of two pairs of Italian regions
derived from the space—time model with h,;,, bandwidth.
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Figure 4: Dendrograms derived using the entries of Tables 5 (left panel) and 6 (right panel) as
similarity measures.
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The dendrogram is generated using the Ward linkage method. The y—axis shows the distance at which the clusters
combine. These distances are obtained by rescaling the calculated distances derived from Table 5 to 0 to 3.5 and
from Table 6 to 0 to 80. The ratio of the rescaled distances within the dendrogram is the same as the ratio of the
original distances.
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