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Preface

This book focuses on the new challenges in interregional migration research.
Currently, the scale of analysis is shifting from a macro to a more micro level. The
availability of extensive micro data on individual migrants allows researchers to
revisit the role of different migration drivers by population subgroups (e.g. by
education and ethnicity) and include life cycle and contextual considerations
(e.g. entering education or the labour market, working in growing industries, moving
thanks to, or in spite of, existing networks). At the same time, the availability of
longer time series and longitudinal data is crucial in studying the role migrants play
in promoting regional resilience, for instance in regions hit by the recent economic
crisis or by natural disasters; in reducing core-periphery disparities, which is a
central issue in economic development studies; and in the longer term effects of
Brexit.

The aim of the book is to establish the state of the art in interregional migration
research and to identify routes forward. It updates and revisits the main academic
debates on interregional migration, as well as presenting new emerging lines of
investigation and a forward-looking research agenda. It presents original work
spanning from in-depth discussion of recent theoretical advances to cutting-edge
empirical analyses.

This ambitious agenda would have not been possible without the inspiring
contributions of world-leading academics who submitted their original work to

vii

bbiagi@uniss.it



this book. The editors are grateful for their contributions and look forward to
continue shifting research frontiers with them in the decades to come.
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Chapter 1
Editorial: New Frontiers in Interregional
Migration Research

Bianca Biagi, Alessandra Faggian, Isha Rajbhandari,
and Viktor A. Venhorst

1.1 Data and Theory: Tortoise and Hare,
or Leap-Frogging?

Research on interregional migration has taken great strides in the last decades. Data
quality has improved considerably, with micro-level data increasingly available.
This has allowed researchers to link substantive background data, pertaining to a
broad variety of life domains, to information on past migration trajectories, as well as
current movements. Such data is now not only available for Western economies, but
also for some developing and transition economies.

Also, what is generally referred to as “Big Data,” i.e. large scale data collected
often as a result of the regular proceedings of running a business or government
service, coupled with increased computing power, allows researchers to visualize
even minute migration patterns, sometimes in real time. In addition, availability of
large-scale surveys and the increased accessibility to Census-like registry datasets,
has enabled the field to focus on much more finely-defined “regions,” moving from
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country or state level data to smaller areas, sometimes even reaching the level of
neighbourhoods within municipalities.

The level of specificity that was previously the domain of targeted case studies,
can now be achieved in more general and generalizable quantitative research
designs. This in itself is pushing forward the research frontier in the field. However,
new challenges arise.

On the data side, for instance, while the existing large registries have the
advantage of providing large samples for more sophisticated quantitative models,
researchers are dependent on the measurements, questions and definitions of the data
supplying agencies. One has to “make do” with what is available. Tax offices collect
strictly what is needed in order to execute their tasks. Visa registers may only contain
very limited amounts of background information. This might sometimes be in
contrast with state-of-the-art operationalisations, theoretical grounding of variables
and fine-tuning of survey techniques the field has brought forth. Secondly, this
seemingly endless level of potential empirical precision also requires matching
theoretical frameworks. It is easy to fall in the trap of data mining without having
clear testable hypotheses grounded in theory. Even when the theoretical background
is well specified, it becomes even more fundamental to specify, at the very beginning
of a project, what is the most adequate spatial and temporal scale for analysis.

1.1.1 Setting the Agenda

These developments bring us to the main focus of the book. Given the new
developments in “Big Data” availability and other new data sources geo-coded at
a finer spatial scales, what are the new challenges for researchers and policy makers
in the field of interregional migration? How did researchers deal with these new
challenges? What kind of theoretical and empirical advances in the field of
interregional migration were made possible, and which new policies options were
identified by these new “Big Data”? And conversely, which data advances are due to
our improved theoretical understanding of the migration phenomena? In which ways
can we develop our understanding of migration via sharper conceptualisations of
what constitutes migration?

In answering these questions, we will also look at how new research on
interregional migration dealt with the concurrent economic and financial crisis,
which impacted interregional migration in multiple ways by widening regional
disparities and youth unemployment in lagging regions and exacerbating the existing
periphery-core dynamics. We will also seek to uncover the relationship between
migration patterns and the rather new and fashionable concept of regional “resil-
ience.” Are regions resilient because of migrants or are migrants moving to resil-
ient regions? And what are the characteristics of the migrants moving to more
resilient regions? The answers to these questions will help the field shed light on
the future impacts of events such as Brexit and the heterogeneous effects dynamics
in globalization on countries around the world.

2 B. Biagi et al.
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1.1.2 Overview

This book is structured in three main parts, preceded by this editorial. This editorial
does not seek to provide complete summaries of the chapters incorporated in this
book. Rather, our intensive discussion of their contents is intended, firstly, to identify
what we have come to refer to as the frontier in interregional migration research:
where do leading authors in the field envisage this line? How have they dealt with the
challenges of working on the edge? Secondly, we hope our discussion will maximize
the accessibility of this book to wide readership. We conclude our discussion with a
round-up of the advances and challenges as identified in the chapters in this volume.

Part I provides an in-depth discussion of the current theoretical state-of-the-art, in
direct relation to advances in data availability, as well as the impact of institutional
innovation and policy shocks. We investigate to what extent data, societal trends and
theory have interacted to produce the current knowledge on migration research.
Based on this, challenges and knowledge gaps are identified.

Part II is an overview of migration research so far in three different geographical,
institutional and historical contexts: the US, Europe and Oceania. The interrelation
between theory, data collection and institutional and policy shocks is addressed. A
contribution on the recent refugee crisis in Europe is also included.

In Part III, we present four empirical contributions using world-leading registry
and survey data, combining individual background characteristics and contextual
information. This sheds light on the extent to which we are able to learn from
studying migrants in their contexts, and from applying new and more heterogeneous
conceptualisations of mobility.

1.2 Part I: Shifting the Theoretical Frontier, New Data
and New Questions?

1.2.1 Chapter 2: Theoretical Advances on Interregional
Migration Models

Bianca Biagi and Kathryn R. Dotzel

In Chapter 2, the authors map the innovation over time of internal migration studies
from 1970s onwards. This results in an appraisal of current internal migration
research, and the identification of gaps in the literature. Even though research into
internal migration has, over time, been characterized as multidisciplinary, the main
contributions to migration research in the first half of the twentieth century stem from
advances in labour economics and the analysis of economic disparities between
regions. Here, migration is studied as a labour market clearing mechanism. More
recently, even within the field of economics, but certainly also beyond, the various
perspectives on migration have multiplied, but little attempt has been made to
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integrate these streams. Thanks to its multidisciplinary nature, the phenomenon of
migration and its determinants has been, and continue to be, studied intensively. Yet,
there has been less attention to the impact of migration on both sending and receiving
areas, as well as the individual and family life course. The development of theory, in
particular the view on what constitutes the “migrant” (skilled worker, consumer with
a love of variety, member of a household), goes hand in hand with advances in the
availability of suitable data.

Stemming from the predominantly economic focus on migration, most of the
work that was published in the 1970s focused on the role of economic disparities
between regions and their consequences on the direction and composition of migrant
flows. The scientific debate centred on the analysis of gross flows and the develop-
ment of gravity equations, considering both origin and destination characteristics.
Migration in this setting was positioned more and more as a form of spatial job
search, with differences noted between the US and Europe: labour market adjust-
ment in the US appears indeed more migration centred, whereas in Europe, labour
force participation decisions play a more important role.

Economic disparities however did not fully account for the empirical patterns in
migration as well as migration outcomes: individuals did not seem to always move in
the expected direction, and economic disparities did not dissipate, even in the face of
substantial migration flows. Driven by the increased availability of micro and
longitudinal data, the authors note, theory evolved in the 1980s and 1990s in the
direction of what are generally referred to as “equilibrium approaches” as opposed to
the “disequilibrium approaches” based on economic disparities. Migrants are now
more thought of as consumers, who are willing to accept pay cuts in return to local
“untradeable” amenities. Also, gradually, there is a shift in the unit of analysis as
such, with the migrant no longer considered as a solitary unit, but part of a family,
with total family utility being maximized.

Much debate ensued in the literature, as to which of these “antagonists,” as the
authors call them, is the dominant determinant in migration flows. Arguably, this
debate is still ongoing, with temporal shocks, as well as fundamental changes in the
population composition at least partially driving the empirical results. The economic
crises in the first decades of the twenty-first century, coupled with population aging
and the resulting shifts in migration flows towards more amenity rich destinations
continues to fuel the debate.

Therefore, the authors conclude, the focus in migration literature in the 2000s and
onwards has therefore been on heterogeneity: migrants are no longer considered as
solitary rational economic agents. They are family members, they are part of
networks in sending and receiving countries, they may have previous experience
of their destination areas, they have skillsets which may be generic or specialist in
nature, they are in a certain phase of their lives; all of which are relatively important
determinants of migration. But, as the authors continue, this heterogeneity is also
vitally important when considering individual and regional outcomes.

In addition to this increased attention for migrant heterogeneity, the authors
advocate an explicit consideration of the spatial context in which migration decisions
take place and in which migration goals and outcomes are to be realized. This point
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is supported by the other contributions in this book. Likewise, the authors call
attention to the international dimension: the social and family dimension of these
flows remains somewhat under-researched as is the angle of (effects on) developing
economies. This blind spot regarding cross-border commuting will be revisited in
Part II of this book.

1.2.2 Chapter 3: Determinants and Consequences
of International Migration

Andrea Ariu

In the third chapter, Andrea Ariu delves deeper into the issues surrounding migration
in relation to its effects on sending and receiving economies. The author commences
with a brief yet thorough exposition of the canonical gravity model. Its flexibility in
explaining zero flows, migrant heterogeneity and selectivity, and inclusion of (het-
erogeneous) migration costs, but perhaps most importantly, it can be tailored to take
dynamics in the characteristics of “third option” destinations into account. Changes
in the attractiveness in alternative destinations may impact the likelihood of moving
from one region to a particular other region.

The recent literature is surveyed, leading to what can effectively be described as a
blue print model. The literature has advanced from applying typically interregional
income differentials to studying the effects of diasporas, expectations and policies on
migration flows. Interestingly, some of these more recent approaches have advanced
as a result of access to registries such as data on VISA waivers to study the effects of
policy shocks. As such, well over five decades after its inception, the gravity
approach is still “shifting frontiers.”

New challenges lie ahead however. As noted also by Biagi and Dotzel in the
preceding chapter, there is still much debate on the effects of migration on sending
and receiving countries regions. Ariu notes that much of the literature on the effects
on sending regions is theoretical in nature. This literature starts from the assumption
that migration is selective, and that typically the higher skilled have an incentive to
be migratory, implying that lagging regions may experience “brain drain.” Ariu
sketches the development in this literature, as it moved from free market economics
to a focus on the negative consequences of human capital loss and onwards to
potential positive effects on sending economies: it is considered that the likelihood
of access to good opportunities abroad result in investment in education at home,
thereby increasing the skill levels in the sending economy. Also, remittances receive
more and more attention. More recently effects on institutions are considered as well
as impacts on democratic traditions. Yet, Ariu points out, even though it is clear from
this literature that migration may have positive effects on sending economies, it is
still unclear to what extent this balances the negative effects.

In contrast, Ariu discusses how the debate on migration effects on destination
countries and regions has been rather more lively in the last decades. The effect of
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immigration on the wages of the native workforce remains a source of considerable
debate. The main theoretical point is to what extent the migrant workforce comple-
ments or substitutes the native workforce. Ariu notes that this puzzle has methodo-
logical consequences too: location choice of migrants is likely to be endogenous to
these issues. Over the years, various identification strategies have been applied in the
literature, including the comparison of migrant outcomes to only those native
workers similar in terms of education and work experience. Overskilling of migrants
is another issue that has received attention. Methodologically, the literature has seen
advances as increased availability of data allows the application of instrumental
variable techniques or matching on observables. Here, as such, theoretical advances
are not data driven. Rather, the improvement of data allows for better testing of
existing questions.

Ariu proposes some advances, building on the questions and opportunities raised
earlier in this chapter. Improved data allows existing and improved questions to be
answered: migrant and native workforce characteristics and firm characteristics can
now be included allowing for better identification strategies. The question of impact
on sending and receiving economies is ultimately one of the actual activities and
contributions of migrant and native workers. It will help arrive at establishing
complementarities and substitutions. Limited geographical coverage is a continuing
challenge however, preventing cross-country comparisons. This holds for analyses
spanning different specific localities within countries, for example the urban
environment.

Overall, new data sources may inspire new questions, as Biagi and Dotzel note,
but additionally Ariu demonstrates that even the classic migration frameworks
continue to pose questions that only now we are coming close to answering.

1.3 Part II: State of the Art and Future Challenges
in Migration Research Around the World

1.3.1 Chapter 4: State of the Art and Future Challenges
of Interregional Migration Empirical Research
in North America

Isha Rajbhandari and Mark Partridge

In the field of interregional migration research, the United States provide an inter-
esting, if not to say the benchmark case. Even though migration rates have declined
over the last decades, the US population has been consistently highly mobile.
Furthermore, there have been fundamental changes in the migration trends. This
chapter provides an analysis of the extant literature on these trends. Furthermore, it
also investigates to which extent climate change and the ensuing shocks have been
incorporated in this literature.
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The earlier literature on US migration was predominantly based on regional level
analysis, due to the lack of micro data. The authors note that this presents a risk, in
the sense that individual heterogeneity is disregarded and migration outcomes may
be overstated. For example, an unemployed person may exhibit a very different
response to the unemployment rate in a potential destination than an employed
person.

Major trends were nonetheless identified: a decline in the urban areas as a
destination and sizeable migration to the south and west regions in 1970s. This
sparked the debate on the relative importance of economic versus non-economic
characteristics, which arguably continues to this day. Proponents of equilibrium
approach assume that total personal utility is ultimately constant across space
and across all spheres of life. Empirical evidence for the US was found to be in
line with this: migrants flow towards areas with favourable weather, even if this
implies trading off employment or wages. Other authors found that the availability of
jobs continued to be a leading determinant of migration. Furthermore, employment
growth was occurring in amenity rich regions, so this suggested at least an indirect
effect of amenities.

Great strides forward were made when micro data was applied to migration
research. Analysis focused on the actual decision making unit and the role of
one’s position in the life cycle. This type of research remained scarce before the
2000s but it was certainly consequential. For example, it became generally recog-
nized that age is of prime importance, not only in terms of migration likelihood, but
also in terms of destination choice. Another crucial dimension is the skill profile of
the mobile.

Post 2000s, the literature demonstrates a further decline in migration propensi-
ties, although there is some stabilization visible. Also there are stronger flows
towards suburbs. As the debate continues between the importance of amenity-led
growth relative to the availability of job opportunities, some studies offer a
somewhat more reconciliatory view. For example, firm are thought to locate
close to where they suspect their workforce might be interested in living: in or
near growing cities with ample services. Retirees continue to exhibit alternative
patterns. Employment growth is reported for amenity rich areas, as well as suburbs,
which is partially the result of aging population inflow and spending. A more
recent literature notes how the higher skilled concentrate in areas which are already
skilled, increasing regional disparities.

Even though a sizeable body of literature has assessed the direct consequences of
climate related disasters, both recent and long past, the authors argue that this
literature is theoretically uninformed, and has thus far failed to correctly incorporate
the adaptive elements in migration behaviour. The negative effects of disasters are
amply documented, but there is little consideration for the fact that, in particular,
regions which are currently found to be attractive destinations are also more prone to
experience climate change induced events. Furthermore, the costs are understated in
the sense that no account is made for the extent of differences in the resiliency of
the stayers and movers for these areas. Will the remaining population be able to

1 Editorial: New Frontiers in Interregional Migration Research 7

bbiagi@uniss.it



cope? Conversely, adaptive behaviour is not accounted for: new technology may
help shape migration flows in ways that reduce the costs of climate change.

The authors close by noting that problems of the past may yet return: in spite of
the increased availability of micro data, as new topics emerge researchers may still
have to rely on regional analyses as the existing sources may still prove lacking.
State-to-state differences in data collection, a disregard of emerging topics, and
limited insight in the occupational effects of migration are among the data challenges
that the authors note.

1.3.2 Chapter 5: State of the Art and Future Challenges
of Interregional Migration Empirical Research
in Europe

Margherita Gerolimetto and Stefano Magrini

Gerolimetto and Magrini start with an exposition on the differences between
European migration flows and those in the United States. It is noted that
Europeans tend to be less migratory and the authors point towards the relatively
higher transaction costs associated with migration across countries in Europe. But
the motivations behind migration differ as well, with the disequilibrium framework,
focusing on economic disparities between regions, appearing slightly more domi-
nant in Europe, even though the flows are thin. The equilibrium framework, focusing
more on non-economic “untradeable” characteristics of regions, appears to apply
more and more to the United States.

This is noteworthy, as the freedom of movement of people and goods is funda-
mental in the institutional setup of the European Union (EU) and has been receiving
attention in the various programmes the EU is running, such as initiatives under
Horizon 2020. The authors describe how the fundamental freedoms have, up to a
certain extent, always been at odds with continued protectionist actions, referred to
as transitional measures, on the part of certain member states, especially in those
years when EU expansion was on the cards. It was believed by many that the
opening of borders with new member states would have detrimental effects on
home labour markets. Perhaps in spite of these measures, EU enlargement between
2004 and 2009 has had substantial effects on, in particular, East-West migration,
which doubled, if not tripled. West-East flows remained rather stable, however,
which is parallel to what we see in terms of the global North-South flows, as pointed
out by Percoco and Fratesi in Chapter 6. Overall, however, the size of these migrants
streams remained rather modest in size.

This leads to the question to what extent alternative forms of mobility are
applied by the Europeans, and furthermore which alternative forms of mobility
ought to be considered more by research. The authors first discuss (cross-border)
commuting. Access to commuting hubs helps regions deal with economic shocks:
it is relatively easy to shift the workforce from one opportunity to the next. Similar

8 B. Biagi et al.

bbiagi@uniss.it



flows have been found to take place across international borders, in which case
commuting becomes a viable alternative to international migration. Indeed com-
muting flows have been found to respond to broadly the same economic disparities
as do migration flows.

The authors also consider forced migrants and refugees, in comparison to inter-
national migrants and their impact on the receiving labour markets. Even though
limited impacts on host labour markets are generally reported, the underlying
question goes beyond mere integration of foreign workers in labour markets: the
flows are acute and concern the preparation of institutional, economic and intelli-
gence systems in order to enable both host communities as well as migrants. In that
light, and also related to commuting as an alternative clearing mechanism, the
authors note that, apart from a rich body of literature on EU interregional migration,
an integrated cross-border perspective is lacking.

1.3.3 Chapter 6: The Geography of Asylum Seekers
and Refugees in Europe

Marco Percoco and Ugo Fratesi

Percoco and Fratesi focus on what is generally referred to as the refugee crisis: the
sudden increase in influx of refugees from war-ridden Middle East which has lead to
a steady increase of refugees since the early 2010s, but took off from 2014 onwards.
Their goal is to review the main institutional and political factors influencing the
debate over the spatial distribution of refugees in Europe.

In the outset, their perspective is more historical. Nonetheless, depending on the
composition of the refugee flow, or the degree of involvement of receiving countries
in the crisis that causes the refugee flow, responses in the receiving countries have
varied considerably. For more recent events, it is difficult to establish impact.
However, the authors cite work studying the impact of Jewish professors entering
the US economy particularly in terms of economic outcomes, as well as public
opinion. Even though the impact was positive, a large share of the public remained
sceptical of the new arrivals.

History may be repeating itself, even in the face of ever increasing international
migration streams. The authors note how over the last decades apart from North-
South flows, all global flows have increased. In terms of impact on receiving
economies, migrant heterogeneity is playing a key role. A number of studies is
cited which have used policy shocks as natural experiments and drawn careful
conclusions about the impact of the arrival of specific migrant types. These impacts
are mixed, and depend on, for example, the extent to which the inflow is embedded
in suitable policies and investments. All in all, the authors note that the evidence on
the impact of refugees is scarce. Perceptions about refugees and migrants in general
differ considerably between inhabitants of different countries, seemingly depending
on their own position in the migration trail.
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The authors continue with a presentation of recent figures on locations and
routes of refugee migration. Only after 2014 has the number of positive status
decisions been higher than the rejections. Differences between EU countries hinge
in part on their position relative to the migrant routes and therefore, the composition
of the inflow, and in part on differences in their legal systems. Concerning the routes,
there appears to be a network factor, in the sense that others will follow where
previously fellow countrymen have succeeded. But more importantly perhaps, some
routes have been widely documented as being particularly perilous.

Location choices, routing, and composition of the migrant and refugee populations
influence the attitudes of Europeans towards refugees. The authors provide an inten-
sive discussion on the mechanisms at work here. Descriptive results indicate that
indeed opinions differ between Europeans in different countries. The exact location of
refugees in receiving countries plays a central role: location choice has been highly
institutionalized, with in some cases regions allowed to bid up to host refugees. There
are economic impacts, as well as impacts on public opinion.

This then leads to an agenda of issues that according to the authors are so far
somewhat under-researched. In particular, this concerns the interactions, in terms
of economic and social impacts, and local innovation spillovers of refugees and
the actual location they end up in, but also their wellbeing as a result of being in
these specific locations. Data is scarce on this intersection of characteristics,
partially due to cultural and political sensitivities that continue to surround the
topic.

1.3.4 Chapter 7: State of the Art and Future Challenges
of Interregional Migration Empirical Research
in Oceania

Kathryn Benier and Jonathan Corcoran

Benier and Corcoran investigate migration policies in Australia and New Zealand and
their effect on drivers and consequences of migration. They do so from an essentially
historical perspective, comparing patterns of immigration policies between Australia
and New Zealand as the two main immigration destinations in Oceania.

Many parallels exist between the two countries. Migration was needed to build
the nations, the authors begin. Infrastructure needed to be build and labour was
needed. Along with these motivations, the authors note that an idea of a white
Australia was put into policy as well. While there were no such formal policies in
New Zealand, it was preferred. The composition of these early groups of immigrants
is well known: mostly from Great-Britain (including convicts in the earlier waves)
and Ireland, Germany, America and China during and after the gold rush of the
1850s. Inflow into Australia continued to hail from predominantly the UK, with the
government actively setting goals for population increase. Explicit references to a
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White Australia were not removed from policies until the 1970s, to be replaced
by criteria based on personal characteristics such as occupational groups. Similar
changes were implemented in New Zealand.

Such criteria put both countries in the position to benefit from “brain gain”
processes. The authors continue their exposition by looking into the specifics of
the settlement of these migrants within these countries, covering urban-rural migra-
tions, interstate migration and trans-Tasman moves. What transpires from their
discussion is first and foremost that suitable data, which is sufficiently finely grained
in temporal and spatial sense, and provides detailed background information on the
migrants, is lacking. The lack of data, to a certain extent, prevents a thorough
analysis of migrant outcomes in relation to their location choices within the desti-
nation countries. Nevertheless, based on the available literature, it is clear that an
urban-rural dichotomy is a reality among migrants just like the native populations.
Interstate migration is predominantly studied using census data, which obscures the
view on personal characteristics. Trans-Tasman migration is a rather one sided affair,
with moves towards Australia starting to outnumber moves towards New Zealand by
a significant margin from the mid-1970s.

Overall, the authors note that the current trends in the literature, focusing on
non-economic determinants are therefore somewhat difficult to pick up on in
Oceania. In particular, investigating migrants in their eventual destinations is prov-
ing difficult. This is also noted by Smart et al., who, in their chapter on ethnic and
economic determinants of location choice of migrants in New Zealand, note that
proper investigation of careers and mobility patterns and subsequent location deci-
sions is difficult. Yet, the eventual location is the place in which impact materialises,
so this is a significant blind spot. The authors call for more attention to place based
policies with an eye to continued regional development. Also, there is no real insight
in the effectiveness of the selective immigration policies as information on the longer
term career patterns for migrants is lacking.

1.4 Part III: Shifting the Research Frontiers:
The Interaction of Migrants, Their Backgrounds,
Contexts and Impacts

Part III presents empirical applications, touching on some of the frontiers identified
in Parts I and II of this book. Each of the following chapters exploits extensive
background information on either the migrant, or the context in which they find
themselves, be that the industrial setting or the regional characteristics. These
chapters demonstrate how improved data helps answer new questions, but also
helps to comprehensively revisit the classic questions.
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1.4.1 Chapter 8: Inter-regional and Inter-sectoral Labour
Mobility and the Industry Life Cycle—A Panel Data
Analysis of the Finnish High Technology Sector

Jaakko Simonen, Rauli Svento, Santtu Karhinen, and Philip McCann

Simonen et al. revisit the labour market approach to migration, in which mobility is
considered as a labour market clearing mechanism. In their chapter, they do so from
a novel angle by relying on the detailed Finnish employer-employee matched
registry data to study inter-regional job mobility in direct relation to inter-sectoral
mobility. Importantly, they analyze trends in these different adjustment mechanisms
in the context of the high-technology industry life cycle. Clearly, if an industry is
growing and potentially shrinking later on, this will necessarily entail a degree of
inter-regional and inter-sectoral mobility of existing workers. Next to the explicit
setting in the industry life-cycle, this finely grained conceptualisation of mobility
may also serve to provide new insights.

Labour mobility has been demonstrated in earlier research to be a key mechanism
for knowledge transfer. In that sense, attracting labour is not only important in filling
vacancies in a growing industry. The influx of highly skilled workforce in regions
and in industries located in these regions, in particular if these new workers bring
along with them related but relevant new skills, will serve to further propel the
receiving industry. The authors note that this is particularly true for the high-
technology sector.

Between the early 1990s and the early 2000s employment in the high-
technology sector in Finland has seen a remarkable increase, more than doubling
in size in regions such as Oulu in the north of Finland. The authors consider five
possible pathways for workers in the high-technology sectors: no change in firm,
region or sector, a change of firm within the same region and high-tech sector, or
combinations of either inter-regional or inter-sector mobility. The authors argue
that taking this heterogeneity on board is vital in properly understanding worker
mobility.

Overall, mobility of any type is increasing with total industry size. The growth of
high-technology industry is accompanied by a growing number of workers
experiencing some degree of mobility. However, as the phase of stabilization sets
in after 2001, total labour mobility drops off at first, only to recover slightly after
2004. The initial drop-off is associated in particular with a decrease in the share of
inter-industry mobility (within the same region), but also less frequent changes in
both sector and region. In absolute sense, intra-regional mobility, within the same
sector is and remains the most important.

The authors seek to explain these patterns using a regional approach where the
share of high-technology workers is modelled using regional explanatory variables.
In assessing the factors that are typically associated with labour mobility, the authors
find that they serve to explain mobility during the growth phase of the high-
technology industry rather well. In contrast, no structural explanations could be
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offered for inter-regional mobility during the stabilization phase. Moreover, the
authors stress that high-technology worker mobility comes in many shapes. These
need to be accounted for in order to further our understanding of what drives them.

1.4.2 Chapter 9: Ethnic and Economic Determinants
of Migrant Location Choice

Cindy Smart, Arthur Grimes, and Wilbur Townsend

Smart et al. study the case of immigrant location choice in New Zealand to arrive at a
fresh assessment of the wider question on the importance of regional economic
determinants versus non economic determinants. In particular, they seek to assess
the role of ethnic networks in destination regions.

New Zealand provides a particularly interesting case to study this question.
Migrant location choice in countries with directly adjacent neighbours will likely
be affected by the location of these borders. New Zealand’s closest neighbours, on
the other hand, are 1800 km away.

The authors commence their study with a comprehensive analysis of network
effects, in terms of their role in migrant location choices. The authors elaborate on
how these networks and the externalities associated with them are not necessarily
positive. Even though they may help new incomers find work and reduce migration
cost, the negative externalities due to increased competition for jobs, adverse
selection of low productivity workers, and decreased incentive to assimilate may
outweigh the positive effects. Therefore, other explanations for clustering of
migrants are examined such as herd effects and the presence of gateway cities.
Herd effects amount to migrants copying the behaviour of other migrants, hence
potentially leading to an outcome other than the one that would have materialized
under full information. This in turn could lead to lower importance of economic
factors. A gateway city is the first point of contact with the transport or mobility
system in a country. As migrants pass through, they may decide to stay.

We can therefore think of these factors as behavioural in nature, but they are
clearly related to economic considerations. The authors continue to outline these
links in this chapter. It is noted that higher skilled migrants might be more free to
locate where they wish, as they may be less dependent on networks. In spite of this,
clustering is still observed, and therefore the prevalence of culture over economics
remains difficult to establish. Recruitment behaviour of firms may also be important,
as this will cause workers to co-locate, on the grounds of working for the same firm.

In the international literature, other factors which are considered are language,
education levels, and the role of relocation behaviour. Command of the local
language increases one’s chances of work. However, mastering a language may
be too costly for some, which would lead them to locate in areas where unemploy-
ment is high: they have lower chances on employment regardless. Education works
in broadly the same manner: the extent to which migrants need to cluster in order to
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use local networks depends critically on the extent to which they are able to go their
own way. Relocation serves to decrease concentration, as migrants improve their
information position they may seek out better options elsewhere in the country.

As noted earlier, New Zealand, as a result of its geographical setting, provides
an interesting case to study the relative importance of migrant networks versus
regional economic considerations. Additionally the authors note that immigration
policy, focusing on attracting high skilled migrants with good command of
English, as more elaborately described in the chapter by Benier and Corcoran,
may lead to a somewhat lower extent of clustering than would be observed in other
countries.

The empirical analysis relies on the 2013 New Zealand Census confidentialised
unit record file. From a descriptive analysis of migrants in New Zealand regions the
authors conclude that in particular migrants hailing from the Pacific Islands, and also
migrants with an Asian, Middle-eastern, and African background tend to cluster
more. However, clustering is slightly higher for those with a higher educational
degree, which is in contrast with the expectations previously described. Location
quotients are applied to establish regional patterns in migrant location choices. Here
the authors note that these groups cluster in Auckland, which supports the gateway
hypothesis. Other groups, such as migrants with a Western background, locate in
higher amenity regions.

The authors proceed to model location choice, following the conditional logit
approach. Their preferred specification uses a lagged industry-specific regional
wage variable, regional fixed effects, and interactions with a variable which
measures the share of people with the same origin as the migrant. They find that
both the share of people from the same birth country as well as the regional wage
affect location choice positively. The authors note that the role of wages is in
contrast with the recent patterns in the US, where amenities have been found to be
of greater importance. A number of interactions are significant. Migrants with
degrees are focused on areas with a high return to their skills and if one is bilingual
networks matter less. Both findings are in line with expectations. However, long-
term stayers are found in areas with a larger diaspora, which contrasts the reloca-
tion hypothesis, even though the authors note that this is difficult to establish in a
cross-sectional study.

Overall, this chapter demonstrates similar patterns in ethnic clustering as shown
elsewhere. The importance of wages is a deviation to recent results from other
countries, such as the US. Furthermore, it demonstrates considerable heterogeneity
among migrant groups. The extent to which ethnic networks are exerting either
positive or negative effects on migrant outcomes cannot really be seen in isolation
from economic characteristics of regions and background characteristics of migrants.
In particular, the higher skilled seem to cluster to a higher extent than theory would
predict. This is important not only for their own outcomes, but arguably also for the
way these networks function for new incomers.
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1.4.3 Chapter 10: ‘Young, Talented and Highly Mobile’:
Exploring Creative Human Capital and Graduates
Mobility in the UK

Roberta Comunian and Sarah Jewell

As we have seen, in the migration literature there is considerable attention for the
migration patterns and outcomes for the higher skilled. One group that has come
under particular focus are those working in creative occupations, who are considered
to be in key positions to exert their skills on the economy. The process of selection
and entry into these occupations is thus of great interest, also in terms of the spatial
mobility that is associated with it.

Comunian and Jewell look into migration patterns of graduates and the extent to
which there is a relation between the shape of the spatial trajectory going from their
domiciles, their university regions and, ultimately, the location of their job. From the
preceding chapters we know that it is the combination of migrant skills and the
surroundings in which they settle which ultimately strengthens their outcomes. The
authors consider that this is particularly true for young, recent graduates, making
their way into the creative fields. Job opportunities are thinly spread, in particular for
graduates in creative topics. This in turn may limit their migration options. They are
likely to return home due to lack of alternatives, relying on local support networks.
Home, however, may not be the place where the return on the investment in their
education is maximized. Interestingly, the authors take a more longitudinal approach
which allows for the time needed to settle into the labour market. This accounts for
potentially longer search times for the creative graduates, looking for creative
occupations.

The authors compare graduates in creative fields to other graduates in terms of
their migration trajectories, the likelihood of landing a creative job, their wage rate
and their job satisfaction. From the descriptive analysis it transpires that graduates in
creative fields are less likely to be in full-time employment and more often self-
employed. Unemployment rates are higher, too. In terms of their migration trajec-
tories, they are somewhat more likely to be university stayers. Return migration
(back to domicile) is observed often as well, along with students in Humanities.
Also, it is demonstrated that job outcomes vary with migration trajectories. Repeat
movers, who could be considered the most mobile, do better in terms of job
outcomes.

Modelling the type of migration behaviour, it is notable that, after controlling for
personal characteristics, creative graduates are more likely to stay in their university
regions and less likely to be a non-migrant, relative to all other groups of graduates.
Being a graduate in a creative topic increases your chances of landing a creative job,
relative to being a business student, and more so than being in one of the STEM
fields or in humanities. Generally speaking, late migrants, university stayers, and
repeat migrants are more likely to land a creative job than non-migrants. However,
within the group of creative graduates, in particular repeat movers find a good match
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in a creative job. Return migrants on the other hand, are less likely to find a creative
job. So, even though creative graduates are more likely to stay in their university
regions, this does not make them more likely to work in their fields.

In terms of salary, the creative graduates are considerably less successful than
their counterparts in other fields. Likewise, they score lower on career satisfaction.
Overall, there is little difference between return migrants and non-migrants in terms
of salaries. However, among creative graduates, in particular repeat migrants do
better than those in other trajectories whereas return migrants once more do less well.

The authors note therefore that much of what happens to recent graduates applies
up to a certain extent to creative graduates, when it comes down to the general
characteristics (demographics, grades). However, the process of matching and the
extent of having to apply spatial search in order to land a creative job differs between
these different groups of graduates. Creative graduates do not do as well as other
graduates in terms of economic returns, which is not necessarily related to ending up
in creative jobs, as STEM graduates in particular do rather well in these occupations.
What this chapter furthermore demonstrates is that this is a longer term struggle too.

1.4.4 Chapter 11: Interregional Migration and Implications
for Regional Resilience

Daniel Crown, Timothy Jaquet, and Alessandra Faggian

Crown, Jaquet and Faggian look at interregional migration from the angle of
resilience. To what extent are the factors that make regions interesting destinations
for migrants also responsible for making these areas resilient, or, in other words,
helping these areas to recover from negative shocks? Migration here is conceptual-
ized as a conduit through which the regional economy can adjust. But, as it is
demonstrated elsewhere in the book, mobility can take different forms and destina-
tions depending on the circumstances a potential migrant finds him or herself in. The
industry life-cycle, the presence of a network in the destination area, and one’s own
skill profile help to shape migration decisions and outcomes. In this chapter, the
perspective of the business cycle is added: does a migrant destination choice hinge
on the general economic state of affairs? Migration rates in the US have been steadily
declining since the 1980s, but particularly so during recessions, the authors note.
What does that imply for migration in relation to resilience?

The authors proceed in modelling separately the county-by-county migration
flows using a Poisson model, and two versions of regional resilience, using employ-
ment growth and a resilience measure based on the relative distance between actual
employment and the level predicted if local industries grow at the national level.
These models are then estimated using the same set of explanatory variables, for two
time periods (“normal” and “recession and recovery”). The explanatory variables
include the share of population over 65, the median house price and labour demand
shocks. Interestingly, the authors apply clustering to arrive at a measure of (dis-)
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similarity of counties in terms of their industrial structure. This measure allows the
authors to shed light on the the extent to which migrants move to areas that are
similar to their current region during a crisis. Arguably, similar regions will expe-
rience similar economic shocks, so moving between similar regions will not help
individual migrants improve their situation, not will it help to balance the economic
situation.

Indeed, the results from the migration model suggest that migrants are not
completely free in terms of moving towards areas which have industries with a
more fortuitous profile. Migrants are less likely to move to counties with a different
industrial structure during a recession. The authors note that adjustments in human
capital needed for such a transition to be successful, are not easy to make. Looking at
resilience, the authors note that the industry structure seems to matter most during
times of recession. Migration is entered in the resilience models as well, even though
the authors note that it is likely endogenous, and it appears that migrant inflows are
positively related to resilience. The authors conclude that migration and resilience
are related predominantly through industry structure, with compensating effects
from migration during recessions found to be somewhat wanting. Destination choice
changes between periods of growth and recession, but much more finely grained
data, among others in terms of time specificity, would shed better light on the
dynamics of migrant decision making.

1.5 Round-Up and Conclusions: Shifting Frontiers
and Setting the Agenda

We conclude this editorial with a brief round-up, across the chapters, of the state-of-
the-art and future challenges in the field of interregional migration.

This book has started out in Part I with an in-depth discussion of the state of the
art in theory in relation to not only societal change but also data availability. In the
advent of new data sources becoming available, this leads to questions whether
future advances in this field will be primarily data driven, theory driven or whether in
fact new local and global migration shocks will steer the field. Even in the face of
new data sources and (economic) shocks, excellent theory will remain important, or
become even more important, with increasing complexity in data sources and
institutional settings.

Secondly, a recurring theme in this book is that true understanding of the drivers
of migration, and furthermore the impact of migrants on sending and receiving
economies cannot be achieved if we remain unable to study the migration back-
grounds of individuals. This implies that better, preferably longitudinal, data at the
micro level of individual migrants is needed. From this book it transpires that such
data should at least be able to help us identify the extent to which networks in
sending and receiving economies are actively used in different phases of the migrant
life course and the extent to which the skills embodied in the migrant are in fact
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complementary to, in particular, the host economy. Furthermore, the context in
which migrants operate is dynamic in itself. Public opinion, institutional settings,
industry life cycles and the economic circumstances all have their own dynamic and
potentially time specific impacts on migrant outcomes. In this light, data needs to be
sufficiently spatial and temporally fine-grained.

Third, in general non-economic determinants and outcomes have been noted as
(increasingly) important in migrant destination choices and outcomes. This is due in
part to changes in population composition due to aging, but arguably also links to the
improved information position of migrants. The challenge here is the sheer breadth
of information these non-economic determinants could encompass. Even from this
volume alone a broad range of factors, which might be considered attractive to
migrants, has emerged, ranging from cultural amenities to safety.

Fourth, this book has presented examples of what can be learned when mobility is
conceptualised in different ways. New forms of mobility may serve to replace
migration. Commuting, even across borders, has been discussed in this light. This
book has presented examples of the benefits of analysing more finely grained
(combinations of) migratory and non-migratory trajectories that workers can engage
in if spatial job search is necessary. Temporary moves constitute a third example of
mobility that is difficult to capture, but present many individuals with the opportu-
nity to solve complex location puzzles. Yet, these forms may exactly be where the
new frontier in migration research is to be found.

Fifth, the role of time is often overlooked. This book demonstrates that there is
great added value of being able to account for settling-in time, search durations, and
adaptive processes in migration research. Clearly, achieving this is riddled with
challenges as retrospective as well as panel designs come with their own opportu-
nities and difficulties. Likewise, measuring phenomena consistently across geo-
graphical contexts has proven difficult. Measuring consistently over time will be
no different.

Lastly, the cross border perspective is lacking in many approaches. Statistical
offices more often than not are “blind across the border.” In mapping out migrant
histories this presents clear challenges. But, furthermore, life courses become more
and more complex. Interregional and international mobility comes in many shapes and
sizes with work and residency spread out across multiple locations. Mobile workers
rely on new ways to combine work and life. If our conceptualisation of these life
domains does not follow suit, we risk loosing sight of at least part of the life setting of
this group. Potentially, with an eye to a future with further individualisation of life
courses, this means we are loosing sight of the most interesting migrant sub-group.
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Chapter 2
Theoretical Advances on Interregional
Migration Models

Bianca Biagi and Kathryn R. Dotzel

Abstract The purpose of this chapter is twofold. First, we aim to give a general
overview of the main innovations, decade-by-decade, of internal migration studies
from the 1970s until today. The second purpose is to highlight existing empirical
research focused on interregional migration and gaps in the literature that must be
addressed in the future.

Keywords Interregional migration · New economic geography · Gravity model ·
Equilibrium · Disequilibrium · Spatial agglomeration · Endogenous growth

2.1 Overview of the Literature on Interregional Migration

Since the late nineteenth century, interregional migration has been explored across
multiple disciplines, including sociology, demography, geography, and econom-
ics. In the late 1800s, the geographer Ravenstein (1885) conducts what is most
often credited as the first systematic study on interregional migration. In addition to

Some of the material included in this chapter is based upon the MPhil Dissertation by Biagi (2014).

This work is not a product of the United States Government or the United States Environmental
Protection Agency. The author is not doing this work in any governmental capacity. The views
expressed are her own and do not necessarily represent those of the United States or the US EPA.

B. Biagi (*)
Department of Economics and Business, University of Sassari-CRENoS-GSSI, L’Aquila, Italy

GSSI, L’Aquila, Italy
e-mail: bbiagi@uniss.it

K. R. Dotzel
US EPA Office of Transportation and Air Quality, Ann Arbor, MI, USA

© Springer International Publishing AG, part of Springer Nature 2018
B. Biagi et al. (eds.), New Frontiers in Interregional Migration Research,
Advances in Spatial Science, https://doi.org/10.1007/978-3-319-75886-2_2

21

bbiagi@uniss.it

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75886-2_2&domain=pdf
mailto:bbiagi@uniss.it


using British Census Data to analyze nativity and place of residence of the
population, during this period Ravenstein formulates seven ‘Laws of Migration’
(see Box 2.1), most of which have been confirmed by subsequent research. Box 2.2
defines the different types of interregional migration that have received attention
by researchers.

Box 2.1 Ravenstein’s Laws of Migration
First Law. We have already proved that the great body of our migrants only
proceed a short distance, and that there takes place consequently a universal
shifting or displacement of the population, which produces “currents of
migration” setting in the direction of the great centres of commerce and
industry which absorb the migrants.

In forming an estimate of this displacement we must take into account the
number of natives of each county which furnishes the migrants, as also the
population of the towns or districts which absorb them.

Second Law. It is the natural outcome of this movement of migration,
limited in range, but universal throughout the country, that the process of
absorption would go on in the following manner:

The inhabitants of the country immediately surrounding a town of rapid
growth, flock into it; the gaps thus left in the rural population are filled up by
migrants from more remote districts, until the attractive force of one of our
rapidly growing cities makes its influence felt, step by step, to the most remote
corner of the kingdom. Migrants enumerated in a certain centre of absorption
will consequently grow less with the distance proportionately to the native
population which furnishes them, and a map exhibiting by tints the recruiting
process of any town ought clearly to demonstrate this fact.

Third Law. The process of dispersion is the inverse of that of absorption,
and exhibits similar features.

Fourth Law. Each main current of migration produces a compensating
counter-current.

Fifth Law. Migrants proceeding long distances generally go by preference
to one of the great centres of commerce or industry.

Sixth Law. The natives of towns are less migratory than those of the rural
parts of the country.

Seventh Law. Females are more migratory that [sic] males.

Source: Ravenstein (1885, pp. 198–199)
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Box 2.2 Types of Interregional Migration
The United Nations defines ‘migration’ as ‘a move from one migration-
defining area to another (or a move of some specific minimum distance) that
was made during a given migration interval and that involved a change of
residence’ and, in turn, a ‘migrant’ as an individual who has participated in this
process at least once (United Nations 1970).

The literature on human migration is vast and can be loosely divided into
studies focused on interregional and international migration. While the latter
group of research always considers movements between countries, the defini-
tion of ‘region’ varies across interregional migration studies. As noted by
Faggian et al. (2017, p. 4), ‘the most appropriate definition of regional scale
depends on the determinant or consequence under investigation’ as well as
‘practical issues, such as data availability, geography, or laws governing
mobility’. In general, interregional migration studies focus on either adminis-
trative regions (e.g., US states or counties) or functional regions (e.g., local
labour markets, travel to work areas) (Faggian et al. 2017).

While the interregional migration literature is typically associated with
moves at the sub-national (i.e., internal) level, interregional studies that con-
sider movements between countries (such as the NUTS 1 administrative
region in Europe) also exist, blurring the distinction between interregional
and international migration. At the sub-national level, the economic literature
considers two main types of internal migration, which are distinguished by
migratory distance: (1) residential mobility (also known as ‘local mobility’)
and (2) proper internal migration. As explained by Borjas (2000, p. 1),
‘residential [mobility] occurs when the household (or person) changes its
place of residence by moving from one neighbourhood to another within the
same local area’ while ‘internal migration occurs when the household moves
across larger geographically distinct units—such as counties, metropolitan
areas, states or provinces—but remains within the same country’. Thus, by
this definition, internal migration implies a change of both residence and job,
while a movement that does not involve a job change can simply be described
as residential mobility.

Migrants are further characterized by their history of migration and
employment status in their destination region. ‘New migrants’ are individuals
who move for the first time, while ‘repeat migrants’ have moved at least once
in the past (Kau and Sirmans 1976). Individuals who move back to their place
of birth belong to a special subcategory of repeat migrants known as ‘return
migrants’ (Vanderkamp 1971)1. Migration that occurs with a job in hand in the
destination region is called ‘contracted migration’. On the contrary, migration

(continued)

1DaVanzo (1978) defines repeat and return migrants as ‘chronic migrants’.
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Box 2.2 (continued)

that occurs before the job search process in the destination region (i.e., after
the move) is called ‘speculative migration’. In the former case, relocation is
assumed to be the result of the search process; in the latter case, relocation is
part of the search process itself (Molho 1986).

Migration propensity is additionally linked to established social relation-
ships with past migrants in the destination region. ‘Chain migration’ occurs
when ‘prospective migrants learn of opportunities, are provided with trans-
portation, and have initial accommodation and employment arranged by
means of primary social relationships with previous migrants’ (MacDonald
and MacDonald 1964, p. 82). Regional economist Edgar M. Hoover connects
chain migration to a ‘beaten-path effect’, which he defines as the tendency of
some migrants to target destinations in which they already have friends or
relatives (Hoover 1971).

The advent of work on interregional migration in the economic literature can be
traced to John Richard Hicks, who concludes in 1932’s The Theory of Wages that
economic opportunities are the main determinant of migration. However, the modern
rise of interregional migration as a separate stream of economic research can mainly
be credited to studies by labour economists focused on the spatial allocation of
workers. In the field of economics, human migration has been investigated by
international, labour, urban, and regional economists, including proponents of Paul
Krugman’s ‘new economic geography’ theory (Krugman 1991). Although each of
these economic fields considers the role of space on the drivers and impacts of
migration, few attempts have been made to link their distinct but closely connected
research streams, including parallel developments from internal and international
migration studies.

Since the 1970s, many literature reviews have focused on the theoretical models
of interregional migration and its determinants (i.e., drivers), consequences (i.e.,
impacts), and prospects for academic research have been published. Key examples
of these are provided in Table 2.1. It is worth noting that while the determinants of
interregional movements have been widely studied, the consequences of these
moves remain an emerging area of interest for researchers [see Faggian et al.
(2017) for a contemporary review of the extant literature on the impacts of
interregional migration of high-skilled migrants].

Another notable characteristic of interregional migration studies is their over-
whelming focus on the United States, which is characterized by relatively high rates
of internal migration in comparison to other developed countries. To date, North
America remains the most studied continent. During the period 1970–1971, 17.9%
of US residents moved internally, of which 11.4% moved within the same county
and 6.5% moved between counties. Since the early 1960s, the major direction of
migration has generally shifted from rural-to-urban regions to urban-to-rural regions
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(Greenwood 1985). Only recently has the rate of sub-national migration in the
United States begun to stagnate: between 2008 and 2009, internal migrants included
approximately 12.1% of the US population, of which 8.4% of moved within the
same county, and 3.7% moved between counties.2 In contrast, European countries
have long been characterized by very low rates of internal migration. Based on
calculations by Cheshire and Magrini (2006), net internal migration in the United
States is 15 times greater than in Europe when moves between sub-regions of com-
parable size are considered.

The purpose of this chapter is to explore the decade-by-decade evolution of the
main theoretical approaches to modelling interregional migration. While the main
focus will be on breakthroughs related to internal movements, given the overlap
between the interregional and international migration literature, contributions related
to between-country movements will also be discussed when relevant. The aim of this
chapter is not to provide an exhaustive review of the extant literature on interregional
migration, but to more generally discuss the main innovations, applications, and
theoretical approaches, decade-by-decade, of internal migration studies from the
1970s3 (Sect. 2.2), 1980s (Sect. 2.3), 1990s (Sect. 2.4), and twenty-first century
(Sect. 2.5). A second purpose is to highlight potential steps forwards and remaining
challenges that must be addressed in the literature (Sect. 2.6).

2.2 The 1970s

During the 1970s, one of the main purposes of studies on interregional migration
(and more specifically, internal migration) was to demonstrate the role played by
disparities in economic opportunities between regions (Greenwood 1975). Migrants
were expected to originate from regions with relatively low wages and high unem-
ployment rates and move to regions with relatively high wages and low unemploy-
ment rates (Hicks 1932; Greenwood and Hunt 2003). Due to the paucity of
microdata during this decade, the majority of studies were macroeconomic in nature
and employed cross-sectional models. Scholars additionally debated whether it was
preferable to model net or gross migration rates and how best to solve issues of
endogeneity resulting from use of regional characteristics as explanatory variables in
internal migration analysis (Muth 1971).

Lack of availability of microdata additionally made it difficult to investigate how
personal characteristics influence migration decisions, as predicted by the human

2U.S. Census Bureau, Current Population Survey, Annual Geographical Mobility Rates, By Type
of Movement: 1947–2009. See also the contribution by Partridge (2010).
3For a discussion of pre-1970s studies, see Greenwood and Hunt (2003).
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capital model of migration developed by Sjaastad (1962) in the early 1960s.4

Sjaastad (1962), as well as Lowry (1966), incorporates behavioural considerations
into the classic gravity model approach to interregional migration, which assumes
that migrants are rational individuals who select the destination that maximizes the
difference between the expected benefit of the move and the cost of moving. Such
extended versions of the gravity model have been described as ‘modified gravity
models’. In modified gravity models, distance between the individual’s origin and
destination region enters as a driver of the rational decision to move (Greenwood
1969; Greenwood and Sweetland 1972). ‘Systemic gravity models’, introduced by
Alonso (1978), represent a further advancement of the gravity model approach
during the 1970s. In these models, migrant flows between each pair of regions
depend on characteristics of the two regions in addition to characteristics of all
other potential destination regions.

2.2.1 Microeconomic Analysis of the Drivers of Internal
Migration

One of the most significant findings of applied microeconomic research during this
period is the failure of unemployment to fully explain internal migration decisions.
In the late 1970s, DaVanzo (1978)5 publishes one of the most influential studies on
the topic. One significant finding from her analysis, which focuses on the United
States, is that families whose household heads are unemployed are more likely to
move than families whose heads are employed. The role of unemployment on
migration decisions is analysed more in-depth by microeconomic and macroeco-
nomic researchers during the following decades. Another fundamental theoretical
and applied contribution using microdata during the 1970s is the work of Mincer
(1978) on the role of family relationships in migration. He finds that (1) married
individuals are less likely to move than those who are single or separated or
divorced; (2) employment of the wife in a married two-parent family reduces the

4Sjaastad (1962) applies the concept of human capital, as defined by Becker (1962), to migration
decisions. Sjaastad’s approach is called the ‘endogenous human capital model of migration’,
because the individual is viewed as rational and perfectly informed regarding how to invest in
education and acquire skills in order to maximise future lifetime utility (in the form of income and
job satisfaction) and whether and how to migrate based on this initial investment. Migration will
take place in the case where discounted expected returns in earnings are the highest.
5DaVanzo uses longitudinal data on households from the Panel Study of Income Dynamics (PSID).
Specifically, she models ‘a sample of 1605 white couples living in the United States whose
marriages were intact in 1971 and 1972 and whose [household] heads were not students, retired,
or in the military service in 1971’ (DaVanzo 1978, p. 506). Mincer (1978) offers theoretical models
of the migration decision from a family perspective for the United States. The empirical findings
used to support theoretical models utilize data from a variety of sources including U.S. Census
Current Population Reports and other Census samples, U.S. Bureau of Labor Statistics National
Longitudinal Surveys (NLS), and Coleman-Rossi (C-R) microdata samples.
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likelihood that the family will migrate; and (3) higher education of the husband
increases the likelihood that the family will migrate. The described contributions by
DaVanzo (1978) and Mincer (1978) are additionally significant due to their focus on
family utility rather than individual utility, a novelty in migration studies at the time.
The attention paid to the impact of employment status on migration during the 1970s
reflects a more general focus on determinants rather than consequences of migration
during this period.

2.3 The 1980s

The major advances in interregional migration analysis in the 1980s can largely be
attributed to increased availability of micro- and longitudinal data (Greenwood
1985). One of the most significant breakthroughs of this period can be credited to
urban economists, who, in the late 1970s and early 1980s, offer an alternative theory
for the cause of persistent regional economic disparities as well as the role of place-
based amenities in migration decisions (Greenwood 1985). The main novelty of this
approach, now referred to as the ‘equilibrium model’ of migration, was its interpre-
tation of individual spatial utility and regional economic opportunities. Before this
decade, ‘disequilibrium models’ of migration were considered the only paradigm for
understanding interregional migration processes.

2.3.1 Disequilibrium and Equilibrium Models of Migration

Disequilibrium models of migration (Muth 1971; Greenwood and Hunt 1984) assume
that interregional economic disparities reflect the utility differential and, thus, interpret
interregional migration as an almost entirely economic phenomenon and ‘by product’
of employment search. In other words, they posit that homogenous individuals react to
regional disequilibria in wages and unemployment rates by moving to areas with
relatively high wages and relatively low unemployment rates; this process continues
until the interregional wage equilibrium is restored and the utility of homogenous
individuals across regions is equalised. However, disequilibrium models of migration
assume that labour markets are slow to adjust due to imperfect information and ‘sticky
wages’. Thus, labour market disparities persist over time.

Alternatively, the neoclassical literature makes a case for the so-called equilib-
rium models of migration. Equilibrium migration models (Graves 1980, 1983;
Graves and Linneman 1979; Knapp and Graves 1989) conceptualize an alternative
view of migration drivers based on the assumption that individuals prefer living in
places with abundant natural amenities (i.e., favourable climate conditions) and,
therefore, must be economically compensated for living in places characterized
by low levels of natural amenities (i.e., disamenities). Conversely, individuals are
willing to accept lower wages to live in places with more abundant amenities (and
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higher house prices). The theoretical background for equilibrium models is provided
by studies on urban quality of life6 and ‘compensating differentials’ (Rosen 1979;
Roback 1982; Blomquist et al. 19887), which assume that the price of location-
specific amenities is capitalized into local wages and rents.8 The urban economist
Paul Graves (1976, 1980) applies this theory to interregional migration.

From a macroeconomic perspective, interregional differences in wages are
interpreted as partial compensation for spatial variations in non-tradable, non-eco-
nomic factors. Consequently, interregional wages are not expected to equalize if space
remains non-homogeneous in terms of amenities. This implies that economic oppor-
tunities act as compensating differentials and interregional wage disparities signal
differences in place-based amenities (but not differences in the utilities of homoge-
neous individuals, which are equalized across regions). In such models, individuals
migrate when endogenous conditions (e.g., household life cycle) or exogenous
conditions (e.g., price or supply of amenities, degree of regional economic devel-
opment, income) specific to the individual change and alter the level or type of
amenities demanded. In the 1980s, disequilibrium and equilibrium approaches are
viewed as antagonistic, triggering a debate which intensifies in the early 1990s.

2.3.2 Migration and Job Search Theory

Another major area of research that emerges during this decade applies 1970s
job search theory as an alternative to the neoclassical models of migration. This
approach relaxes the two main assumptions of existing labour models: (1) potential
migrants are operating on perfect information, and (2) migration results from wage
differentials across regions.

Job search theory argues that individuals seek out employment opportunities in a
dynamic sequential process that takes place in the context of imperfect information
and uncertainty. As explained by Mortensen (1984, p. 7), in the sequential job search
process, ‘the worker is viewed as sampling wage offers one at time and deciding on
the basis of the sample obtained to date whether or not to stop the search or to
continue’. Jobs are appraised by workers one at a time, and the size of the sample is a

6See Lambiri et al. (2007) for a contemporary review of the quality of life literature in economics
and, more specifically, urban economics.
7The interpretation of regional differentials as ‘compensating differentials’ in wages and housing
rents is due to Roback (1982).
8The microeconomic foundation for this theory is supplied by Rosen in an earlier paper (1974) and
is based on the economic theory of revealed preferences and Lancaster’s (1966) new approach to
consumer theory. Lancaster argues that consumers of heterogeneous commodities have preferences
for each characteristic of the final good; therefore, they purchase a set of characteristics rather than a
set of goods, per se. The final price of the heterogeneous goods embodies the implicit price of each
specific characteristic. Rosen (1979) proposes the hedonic pricing method for calculating the
implicit price of the quality of life in US cities, which is embodied in housing rents.
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random variable that depends on the ‘stopping rule’ (Mortensen, p. 7). A key goal of
the job search literature is to determine the ‘optimal stopping rule’ (Molho9 1986,
p. 402). Migration studies apply this framework to examinations of two types of
movements: those that occur following, i.e., ex post, the search process and with a
job in hand (known as ‘contracted migration’); and those that occur before, i.e., ex
ante, the job search process (known as ‘speculative migration’) (Molho 1986). In the
contracted case, moving is the result of the job search process, while in the
speculative case, it is part of the search process itself.10

2.3.3 Unemployment and Migration: Advances During
the 1980s

This decade is also characterized by a persistent interest in applied research on the
relationship between unemployment and migration. Following the seminal work of
DaVanzo (1978) in the 1970s, contributions by Schlottmann and Herzog (1981) for
the US; Hughes and McCormick (1985, 1987), Molho (1986), and Pissarides and
Wadsworth (1989) for the UK; and Van Dijk et al. (1989) for the US and the
Netherlands are published in the 1980s. These studies notably model out-migration
without accounting for the effect of economic conditions in destination regions.

Overall, the literature finds that individual unemployment and regional unem-
ployment rate may have differing effects on out-migration. Specifically, studies
confirm that in Europe and the United States, unemployed individuals are more
likely to migrate than employed ones. Pissarides and Wadsworth (1989, p. 43) note
that when ‘all economic effects are combined, there is evidence that there is a
statistically significant flow in the “right” direction’, i.e., ‘gross outflows from high
unemployment. . .and low wage regions are higher than gross outflows from other
regions’.’ In their study, the authors observe that in the UK during the periods of
1976–1977 and 1983–1984, when the unemployment rate was high, the probability
of migration decreased. This suggests that ‘the response to economic incentive is
reduced [in periods of] high unemployment’ (Pissarides and Wadsworth 1989,
p. 43). Hughes and McCormick (1985), from their own examination of the United
Kingdom, attribute this result to the linkage between unemployment and housing
tenure. More specifically, in the presence of an active council house system, which
exists in the United Kingdom, the probability of migrating is lower for council
tenants compared to other tenants or owner-occupiers.

Van Dijk et al. (1989) argue that unemployment rate can be considered as an
indicator of labour market ‘tightness’, meaning that a higher rate of unemployment

9Molho (1986) reviews existing theories of migration with specific attention paid to job search
models, human capital approaches, and gravity models. A main contribution of this review is the
formal representation of the human capital approach of Sjaastad (1962), which is presented in his
seminal article without formalisation.
10For a clear explanation of job search models, see Faggian (2014).
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could alternatively encourage or discourage out-migration. In the latter case, a high
unemployment rate in the origin region could discourage movement if the potential
mover believes he will remain unemployed in the destination region. The authors
additionally find that in the United States, a higher unemployment rate increases
out-migration, while the opposite effect is observed in the Netherlands. This differ-
ence is attributed to the distinct role of labour market institutions in the two
countries. The more efficient institutional system (and subsidies program) in the
Netherlands encourages contracted migration and less risky behaviour (i.e., less
moves prior to the job search process) compared to the United States, where
migrants are more likely to make risky decisions regarding job search and move-
ments are mostly speculative.

2.4 The 1990s

The 1990s are characterized by many steps forward in both applied and theoretical
interregional migration research, such as: (1) the consideration of amenities as
a migration determinant; (2) more in-depth analysis of the effect of unemployment
rate on migration decisions, including in times of recession; and (3) applied research
on the process of self-selection in internal migration based on age and skills, which
paves the way for studies on the economic impacts, i.e., consequences, of migration
in the destination regions. As in the previous decade, the 1990s were met with an
increase in the availability of micro- and longitudinal data.

2.4.1 Equilibrium and Disequilibrium Models and the Role
of Amenities

In the early 1990s, there was intense debate between proponents of the disequilib-
rium and equilibrium approaches to migration (Evans 1990, 1993; Greenwood et al.
1991; Graves and Mueser 1993). The main point of the contention was the ‘adjust-
ment speed’ of markets. Supporters of equilibrium models of migration argued that
markets are efficient enough to quickly compensate for changes in utilities across
space, and, hence, any exogenous change in income will be restored and compen-
sated quickly through migration. In contrast, proponents of disequilibrium models
argued that firms’ capital stock, regional housing stock, and workers (i.e., potential
migrants) are slow to respond and adjustments take a very long time. If the markets
fail to compensate (or compensate only in very long run), evaluations of amenities
will report biased results.

The majority of studies in this area focus on the United States and aim to find
support for equilibrium (versus disequilibrium) approaches to migration. Greenwood
et al. (1991) analyze all US states and District of Columbia for the period 1971–1988
and uncover evidence that some states were in equilibrium at the time, while others
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were not. When in equilibrium, state net migration is zero (or very close to zero) and
differences in wages and rents are capitalized into the availability of amenities or
disamenities. It is worth noting that the debate surrounding which theoretical model
prevails in advanced economies (i.e., whether differences in wages and rents reflect
differences in utilities across space) remains unresolved in this decade. However, as
will be discussed in Sect. 2.5, the 2000s see a resurgence of the topic for both US and
European regions.

2.4.2 Unemployment and Migration: Advances During
the 1990s

The non-linear relationship between migration and average regional unemploy-
ment rate continues to be one of the main focuses of researchers, including labour
economists, in the 1990s. Using macroeconomic data, Jackman and Savouri (1992)
study the case of bilateral gross migration flows in 19 UK regions for the 1975–1989
period and propose a function that explains migration as a special case of hiring. This
function assumes that total hires in the labour market represent the strongest deter-
minant of aggregate migration. In periods of recession, regional unemployment
differences increase due to increased out-migration of the unemployed and
decreased in-migration caused by the ‘crowding-out effect’ of locally unemployed
job seekers. As Westerlund (1997) explains in his study of gross migration flows in
Sweden between 1970 and 1989, ‘a given level of unemployment in a regional labor
market is not likely to produce the same effect on migratory behavior in situations
where there are ten unemployed for every vacant job as in situations where the
number of vacancies equals the number of unemployed in the region’ (p. 56). Many
empirical applications use employment growth as a proxy for the job vacancy rate.
Faini et al. (1997) confirm that the impact of regional unemployment on mobility is
non-linear for the case of Italy; more specifically, only long-distance migration
responds to regional unemployment rates.

2.4.3 Self-Selection in the Process of Migration

Another key contribution of this decade is the work by Borjas et al. (1992), who
analyse self-selection of internal migrants in the US based on Roy’s11 (1951)
distribution of earnings model. While the Hicks-Sjaastad approach (Hicks 1932;
Sjaastad 1962) predicts that interregional differences in income, discounted by the
cost of migration, produce ‘unidirectional migration flows’ towards regions with

11Roy’s model analyses occupational choice for heterogeneous skill levels; in 1992, Borjas et al.
apply the model to migration analysis for the first time.

32 B. Biagi and K. R. Dotzel

bbiagi@uniss.it



higher wages, the Roy model predicts that this effect depends on spatial mismatches
between skills and their rewards (Borjas et al. 1992, p. 160). Specifically, migration
responds to regional differences in the return to skills, in addition to mean income,
and these differences determine the skill composition of migration flows. The final
impact of migration depends on the size as well as the skill composition of these
flows.

Using data from Longitudinal Survey of Youth for the period 1979–1986, Borjas
et al. (1992) determine that US states export different types of workers in terms of
skill level, i.e., some states export workers of higher ability while others export
workers of lower ability. Migration decisions ultimately depend on the spatial
mismatch of skills in the sense that individuals will move towards regions that better
reward their own skills. As such, high-skilled workers are more likely to migrate
from states where the return to skills and wage disparities between high-skilled and
low-skilled workers are relatively low, while unskilled workers are more likely to
migrate from states in which skill prices as well as skill-level wage disparities are
relatively high. This means that, on average, skilled migrants move to places with
higher wage dispersion, while unskilled migrants move to places with lower wage
dispersion. Using the Roy model, Borjas et al. (1992) extend the Hicks-Sjastaad
approach by considering comparative advantage based on skill level as a determinant
of migration. Their work has a large influence on applied research considering the
regional impacts of immigration in the first decade of the 2000s.

2.5 The 2000s

In recent years, the topic of migration has received ample attention by scholars and
researchers. The major advancements are, among others, the topics of disequilibrium
and equilibrium migration, the role of amenities in high human capital migration
(including graduate migration), and migration analysis from the perspective of new
economic geography as well as institutional economics.

2.5.1 Equilibrium/Disequilibrium and the Role of Amenities:
The State of the Art

Recent empirical evidence in favour of the spatial equilibrium hypothesis for the US is
provided by, among others, Glaeser and Gottlieb (2008), Winters (2009) and Partridge
et al. (2012). Glaeser and Gottlieb (2008) consider the high rate of interregional labour
mobility in the US as initial evidence for the validity of equilibrium models: approx-
imately 45% of Americans migrated internally between 1995 and 2000. Secondary
evidence for spatial equilibrium results from their analysis of the standard deviation of
wages across metropolitan areas, even after controlling for years of schooling as an
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indicator of human capital. Glaeser and Gottlieb (2008) find that differences in human
capital explain approximately 50% of the variance in regional wage levels. However,
they determine that even when controlling for human capital characteristics, wage
differences persist; therefore, if spatial equilibrium bears out, such differences should
be offset by high costs of living and low amenities. Additional evidence in favour of
spatial equilibrium includes the large positive correlation between income per capita
and house prices across metropolitan areas; the large positive correlation between the
log of price index and the log of income per capita; and the negative, though small,
correlation between mean January temperature and real wages.

Winters (2009) analyses the relationship between regional wages and prices in the
US to determine whether workers are fully compensated for cost of living differ-
ences. Using microeconomic data on earnings and individual characteristics from the
2006 Current Population Survey (CPS) of the U.S. Census, he empirically tests a
wage equation in which hourly wages are regressed on a set of individual charac-
teristics, the general price level, and regional amenity levels. He interprets the
coefficient on the log of the price index as the wage–price elasticity, and, following
quality of life literature [see Roback (1982) and, more recently, Shapiro (2006)],
divides the general price level in each city into housing and non-housing prices.
Winters (2009) ultimately finds that the elasticity between wages and the general
price level across cities is equal to one when data on rents is used instead of housing
prices. This outcome can be considered as additional evidence in favour of spatial
equilibrium in the United States: when the coefficient on the price level is equal or
close to one, it indicates that workers are fully compensated for differences in prices
across cities. Partridge et al. (2012), studying internal migration in the United States
between 2000 and 2008, uncover a persistent slowdown in gross and net migration,
which can be interpreted as a signal of spatial equilibrium. However, the authors
highlight the need for further research on this topic.12

In Europe, the situation seems rather different compared to the United States.
Empirical research shows that the European populations tend to be rather immobile.
Regional net migration in the United States is 15 times greater than in Europe when
similarly-sized geographic regions are compared (Cheshire and Magrini 2006).
However, these differences are not limited to degree of mobility. Evidence from
Europe suggests that interregional migration is driven primarily by a disequilibrium
mechanism in which, allowing for life-cycle effects (Fielding 1992; Plane and Heins
2003), migration is mainly a response, albeit a slow one, to spatial differences in
economic factors such as wages and employment opportunities (Faggian and
McCann 2009). In Europe, natural amenities such as favourable climate do not
affect migration to the extent that is found in the United States. Cheshire and Magrini
(2006) investigate the role of amenities in migration using a cross-section of
121 large city regions, or Functional Urban Regions (FURs), in the European
Union (specifically, the EU12). Because of limited availability of migration data,

12Ferguson et al. (2007), analysing population change for 2400 Canadian communities, conclude
that amenities prevail as drivers of migration for youth, young adults, and elderly cohorts.
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they use the population growth rate between 1980 and 2000 in each of the FURs as
an endogenous variable. Regressing economic and climate variables13 on population
growth, they find that estimated coefficients on natural amenities are insignificant,
while coefficients on economic opportunities are positive and significant. However,
when population growth within the individual EU countries is considered, the impact
of climate is positive and stronger than that of economic opportunities. Cheshire and
Magrini (2006) conclude that these results indicate that for EU countries natural
amenities matter, but only for sub-national migration. Conversely, Alecke et al.
(1999) and Etzo (2011) confirm the role of favourable economic conditions in the
destination region as a migration driver in Germany and Italy, respectively. Biagi
et al. (2011) conclude that economic variables impact migration in Italy only for long
distance moves (mainly in the south-to-north direction) and find some evidence of
spatial equilibrium for the case of short distance migration.

In a recent paper, Rodríguez-Pose and Ketterer (2012) investigate interregional
migration for 133 European regions (in the EU12) over the period 1990–2006.14

In addition to economic and climate conditions, they consider a large set of variables
including measures of social externalities and place-based regional variables such
topography (natural and physical landscape characteristics) and cultural, historical,
and identity-type variables (aesthetic, recreational, cultural, and artistic landscapes).
Unlike Cheshire and Magrini (2006), they find that natural amenities significantly
affect the relative attractiveness of sub-national territories across the European
Union, ultimately concluding that place-based migration preferences exist in Europe
as they do in the United States.

2.5.2 The Role of Amenities Revisited

Up to this point, the described macroeconomic studies have considered the effects
of amenities on migration flows in general. Conversely, Glaeser et al. (2001)
specifically investigate the role of urban versus natural amenities for high human
capital individuals in the US and find that even in situations in which cities or
regions are economically homogenous, it is disparities in urban amenities rather
than natural amenities across regions that play a role in attracting high human

13Cloud cover, minimum temperature, mean temperature, maximum temperature, and wet days.
14They use a combination of NUTS1 and NUTS2 data instead of the FURs used by Cheshire and
Magrini (2006). According to Rodríguez-Pose and Ketterer (2012, p. 536), using administrative
data on regions as a whole allows them ‘to capture the impact of different (non-urban) land cover
variables on migrants’ place-based utility and hence provide an opportunity to study not only the
amenity-related pull of city–regions, but also that of more peripheral (or rural) areas.
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capital migrants.15 Workers with higher education and human capital are expected
to choose locations with high wages that are also pleasant to live in, in terms of
amenities.

The analysis of migration drivers based on level of human capital is one of the main
directions of migration studies in the 2000s. In his seminal work, Richard Florida
(2002a, b) suggests that cultural amenities such as movie theatres, bars, museums, art
galleries, restaurants, and ‘trendy’ shops, along with tolerant and open-minded inhab-
itants, play a significant role in attracting the so-called ‘creative class’. According to
Florida (2004), creativity is not necessarily a by-product of educational attainment;
rather, creative people are highly innovative and highly mobile, are able to find
original solutions to problems through the development of novel ideas and technolo-
gies, and their presence is associated with higher urban growth. The creative class is
therefore identified by the kind of jobs individuals hold rather than their formal
education. Florida has since been criticized on a number of grounds: because the
concept of the creative class overlaps with that of human capital (Glaeser 2005;
Hansen and Niedomysl 2009); because the creative class includes a very diverse set
of occupations (Markusen 2006), including jobs that are not rewarded with higher
wages such as those filled by ‘bohemian graduates’; and, finally, because there is
rather mixed empirical evidence on the importance of the creative class for regional
economic performance (Hansen and Niedomysl 2009; Boschma and Fritsch 2009;
Marrocu and Paci 2012). In regards to migration drivers, Boschma and Fritsch
(2009)—analysing movements of the creative class in Denmark, England and
Wales, and Finland, among other countries16—find that job opportunities, as well as
cultural and recreational amenities, are more important than tolerance and openness of
the local population for attracting migrants. Hansen and Niedomysl (2009), from their
interregional migration study of the creative class in Sweden, similarly conclude that
the so-called ‘people climate’ of the destination region has less of an impact on
migration than predicted by Florida’s creative class theory.

The recent chapter on spatial equilibrium in labour markets published by Philip
Graves (2014) in the Handbook of Regional Science highlights the importance of
continued investigations of the role played by amenities and their ultimate impact on
local rents and wages in interregional migration studies. The presence of amenities
affects both utilities of households and production functions of firms (i.e., there are
amenities that are beneficial, neutral, and detrimental for households and, similarly,
amenities that are beneficial, neutral, and detrimental for firms), and the prevailing
combination of the type and quality of amenities in a region will determine local
wages and rents (Graves 2014, p. 21, Fig. 2.1). Therefore, the final effect of amenities
on internal migration is much more complex than expected by former studies, and
more research is needed in this area.

15Some scholars have pointed out that cities and regions are at the centre of innovation since they
foster the interactions between workers and firms (Jacobs 1969). A fundamental role in the
innovation process is played by production externalities of human capital accumulation (Lucas
1988). Some studies demonstrate that cities or regions with better educated people grow faster than
others (Glaeser et al. 1995).
16Their dataset includes more than 500 regions in total.
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2.5.3 Migration in New Economic Geography Models

Since the seminal work of the Nobel Prize economist Paul Krugman (1991) and the
advent of new economic geography (NEG), mainstream economics has recognized
the impacts of distance, agglomeration economies, and economies of scale on
migration decisions. From an empirical point of view, NEG models are very similar
to gravity models; the difference between the two is that NEG models are supported
by economic theory. In the NEG view, individual welfare depends on the variety of
goods consumed locally (McCann 2013).

Krugman (1991) considers spatial agglomeration as a cumulative process à la
Hirschman (1958) based on two main centripetal forces (Crozet 2004; McCann
2013). The first of these encompasses ‘backward linkages’, i.e., demand externalities
that affect the location choice of firms. In the presence of economies of scale and
transportation costs, firms prefer to locate in regions with high demand for their
products. The second force includes ‘forward linkages’, or cost externalities that
affect the location of workers. Because of their preference for consuming a variety of
goods, workers prefer to locate in large manufacturing regions where minimal
transportation costs lower the cost of consumption (and living). The preferences of
individuals and firms for centralized markets fosters agglomeration, which, in turn,
fosters regional productivity. Therefore, in core regions, the price index of manu-
factured goods is lower because the majority of goods are produced locally, while in
remote regions, it is higher because the majority of goods are imported from distant
locations. Holding nominal wages constant, real wages are expected to be higher
in core regions and lower in peripheral ones, since in core regions a larger variety of
goods are available to consumers at lower prices. Therefore, the price index of
manufactured goods is negatively related to their market potential. Hence, transport
costs and consumer preferences for variety trigger a ‘core–periphery’ type of
development in which firms and capital generally concentrate in larger regions. If
transportation costs were at or near zero, the advantages of agglomeration would
almost disappear (McCann 2013).

The application of the NEG framework to the analysis of migration flows is a
rather recent development, with the priority of such studies being to investigate the
existence of the forward linkage17 or to predict the distribution of labour in specific
regions or countries.18 In empirical models (Crozet 2004; Paluzie et al. 2009), the
share of migrants moving towards a given region has been found to depend nega-
tively on its distance from the origin region [a proxy for transportation costs and
other types of costs such as psychological costs à la Sjaastad (1962)] and depend
positively on (1) the probability of employment in the region (à la Harris and Todaro
1970); (2) the expected nominal wage; and, finally, (3) the market potential of the

17Crozet (2004) analyses European Countries and Pon et al. (2007) investigate the case of Spain.
18Both Kancs (2010) and Kancs and Kielyte (2010) analyze and predict migration in the enlarged
European Union after integration.
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region, measured by the price index of a collection of traded manufactured goods.
The latter is used as an indicator of market potential and is expected to be the
strongest migration driver, validating the impact of the forward linkage. The main
limitation of such models is that they consider only economic drivers of migration
and completely neglect other types of push and pull factors such as amenities.

2.5.4 The Role of Social and Family Capital in Migration
Decisions

According to one stream of economic analysis, institutions such as social and family
capital play a significant role in shaping economic performance. The concept of
social capital was established by political scientists (Banfield 1958; Putnam 1993;
Fukuyama 1997) and sociologists (Bourdieu 1985; Coleman 1988; Portes 1998).19

While many researchers study the effects of social capital and how it can persist over
time,20 little work has been dedicated to the role of family capital, particularly in the
context of migration.

In some countries, individuals prefer to live close to their original family, which
may affect attitudes towards migration. Whether family ties ultimately have a
positive or negative effect on migration is a matter that researchers must investigate
further. Excluding the seminal work of Mincer (1978), only recently has the topic
received attention by researchers. Alesina and Giuliano (2007, 2010), studying
78 countries worldwide, find that geographic mobility is lowest where family ties
are strongest. Belot and Ermisch (2009) find that proximity to friends negatively
affects migration decisions in the United Kingdom. In the case of the US,
Spilimbergo and Ubeda (2004) highlight that black US workers tend to be less
mobile than white US workers due to stronger relationships with family members, on
average. David et al. (2008) find that the relative immobility of European labour
(mainly in southern Europe) can be explained by the concept of ‘local social capital’,
defined as an intrinsic attachment by Europeans to their country of origin. Home
ownership can play a role as well: studies demonstrate that home ownership is
correlated positively with the presence of social capital (Winter 2000). Glaeser
et al. (2002) find that homeowners are relatively less mobile and normally live in
places with higher social capital. Moreover, presence of social or family ties may
boost migration to regions by increasing the amount of information available to the

19The economist Loury (1977) analyses social capital as one of the main attributes contributing to
the accumulation of human capital.
20For a comprehensive look at the role of social capital in institutions and the labour market, see:
http://www.socialcapitalgateway.org/publications/papers
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migrant and decreasing the cost of migration.21 On this regard, Rainer and Siedler
(2012, p. 3) find that the existence of family and relatives in West Germany is a
predictor of the ‘migration hazard rate’ for East Germans.

A number of studies indicate that social and professional networks may impact
the extent to which migrants contribute to local productivity. For example, in a study
examining the interregional mobility of inventors in Western Europe and Scandina-
via, Miguélez and Moreno (2013) find that migrant inventors support growth in their
destination economy through collaborations with inventors in their origin region.
Skilled migrants may also contribute to knowledge transfer between regions if, in the
future, initial moves inspire similar moves by members of the migrants’ professional
networks. Trippl (2013, p. 1567) determines that this is the case for the sub-national
labour mobility of ‘star scientists’ (she refers to this process as the ‘follower
phenomenon’). The following section provides a more in-depth examination of
impacts of migration by migrant skill level.

2.5.5 Consequences of Interregional Migration:
The Dimension of Skills

The 2000s have been met with a growth in the number of studies focused on the
consequences (i.e., impacts) of interregional migration, building upon the seminal
work of Greenwood (1975). Many of these studies distinguish migrants by skill
level, with special focus paid to the impacts of moves of high-skilled individuals.
Topics and outcomes of interest include endogenous growth, changes in labour
market conditions, and the role of incentives for acquiring skills and education.

High human capital migration has the potential to support scientific advance-
ments and the diffusion and creation of knowledge in destination regions. The
assumption that increased productivity and technological development is spurred
by growth in regional stock of human capital underlies ‘endogenous growth theory’
(Solow 1957; Romer 1986, 1987; Lucas 1988; Jones 2009). Many studies conducted
in recent years examine related impacts of sub-national labour mobility (Power and
Lundmark 2004; McCann and Simonen 2005; Eriksson 2011; Boschma et al. 2014).
For example, in their analysis of the interrelationship between internal flows of
university graduates and innovation outcomes in the UK, Faggian and McCann
(2009) find evidence that regional patenting productivity, particularly in high tech-
nology industries, is positively affected by influxes of skilled workers. More
recently, Timmermans and Boschma (2014) find that interregional labour flows
positively impact firm productivity in destination regions when migrants possess
skills that are related, but not identical, to those of existing employees.

21As stated at the beginning of the chapter, studies on the impact of social network-related ‘chain
migration’ and ‘beaten path migration’ emerged at the beginning of the 1960s and 1970s with work
by MacDonald and MacDonald (1964) and Hoover (1971).
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Migrant skill level has also become a key consideration in studies focused on the
impact of migration on labour market conditions, particularly in the case of immi-
gration. Behrens and Sato (2011) build upon contributions by Ottaviano and Peri
(2006, 2008) by proposing that influxes of workers from a given skill group result in
two counteracting effects on wages in destination regions. First, by definition, the
in-migration of workers with a specific set of skills (e.g., low-skilled workers, high-
skilled workers) increases the regional supply of these workers, depressing within-
group wages and increasing the wages of the other worker groups (known as the
‘negative skill endowment effect’). Second, regional productivity of workers in a
given skill group is positively affected by the in-migration of workers from the same
skill group. Since workers are imperfect substitutes, in-migration is assumed to
increase the range of available skills (known as the ‘positive skill externality effect’).
Thus, the ultimate impact of migration on wages for a given skill group in destina-
tion regions is ultimately determined by (1) ‘the rate at which in-migration increases
the diversity of available skills in the economy’ and (2) ‘the [skill] composition of
the immigrant flow’ (Behrens and Sato 2011, p. 7). Behrens and Sato’s (2011) model
is notable because it allows for analysis of migration on wages in the long run, when
‘native’ workers can acquire new skills, as well as in the short run, when the skill
endowment of the existing population is taken as fixed.

When examining how wages of low- and high-skilled workers in destination
regions respond to in-migration in the short run, Behrens and Sato (2011) conclude
that wages increase in response to influxes of workers from the opposite skill group,
supporting earlier findings by Borjas (2003) for the case of US immigration.
Additionally, wages of workers will decrease22 in response to the in-migration of
workers from the same skill group only if the migrants are adequate substitutes for
existing workers or if regional factor payments to the skill group account for a
sufficiently small share of total factor payments.23 In the long run, in-migration
increases the share of skilled workers and the wage differential between low- and
high-skilled workers; if the expansion in the collective range of skills in the region
(for low- and high-skilled migrants) is net positive, wages of both high-skilled and
low-skilled workers and the average wage will increase.

The dimension of skills has also been addressed in studies focused on the
relationship between internal migration and regional labour market disparities in
recent years. As already described in this chapter, the neoclassical, i.e., equilibrium,
approach of the 1980s assumes that differences in wages and employment across

22A number of studies (Friedberg 2001; Moretti 2004; Dustmann et al. 2005) in this decade find
evidence that migration results in within-group wage increases in the destination region for the case
of high-skilled workers or uncover weak or insignificant effects (Ciccone and Peri 2006; Islam and
Fausten 2008).
23In this case, ‘the additional competition in the factor market is not offset by a sufficient increase in
high skilled labor productivity’ (Behrens and Sato 2011, p. 11).
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regions are mitigated through migration, since when ‘the labour market is flexible
and competitive and mobility costs are not too high, workers tend to move from high
to low unemployment regions in search of better labour market prospects’ (Granato
et al. 2015, p. 515). However, when the focus is on the moves of high-skilled
workers, who tend to select into migration, internal migration may reinforce labour
market disparities, challenging neoclassical assumptions (Suedekum 2004; Kanbur
and Rapoport 2005). As explained by Arntz et al. (2014, p. 1734), ‘the more unequal
employment is spread across the regional workforce, the more a region attracts an
increasingly skilled inflow of migrants’.

A recent contribution by Granato et al. (2015), which examines the impact of
labour mobility on interregional wage differences in Germany, provides support for
the argument that the neoclassical model of migration fails in its predication of
convergence of labour market conditions across regions when migrants’ skills are
not assumed to be homogenous. Granato et al. (2015) determine that, although
internal moves of low- and medium-skilled workers in Germany support conver-
gence, college graduate migration increases wage differences between regions due
to assumed complementarities between high- and low-skilled labour. More specif-
ically, they argue that the marginal product of unskilled labour in destination regions
increases in response to the in-migration of skilled workers, which, in turn, raises
demand for unskilled labour, decreasing the unemployment rate for this skill group.
In contrast, the out-migration of skilled workers from origin regions lowers the
marginal productivity and demand for unskilled labour in these regions. Fratesi and
Percoco (2014) obtain comparable results for high-skilled interregional migration in
Italy.

The channels through which the out-migration of high-skilled individuals impact
origin regions remains an underexplored area of research in the interregional context.
Kanbur and Rapoport (2005) argue that one way in which high human capital
immigration (or, simply, the opportunity to emigrate if highly skilled) alters regional
human capital stock is by incentivizing education and skill acquisition in origin
regions. Many studies in the 2000s find evidence of this effect for international
movements (Beine et al. 2001, 2008, 2011; Stark and Wang 2002; Stark 2004;
Docquier and Rapoport 2012).

High-skilled out-migration can also deplete regions of their human capital base,
i.e., through ‘brain drain’ (Bhagwati and Hamada 1974; McCulloch and Yellen
1977). Although existing studies focus on international moves, Faggian et al.
(2017, p. 135) note that ‘one expects negative consequences of out-migration of
high-skilled individuals on the origin economy to be of a similar or even greater
magnitude [compared to the international case], as interregional migrants face
lower barriers to migration relative to their international counterparts’. This is a
topic that deserves further attention in the interregional migration literature in the
future.
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2.6 Conclusions and Future Challenges

The present chapter highlights the main advances of interregional migration research
since the 1970s. The last 15 years have produced substantial developments and many
new challenges that must be addressed in future research. Much work needs to be
done using microdata to model migration flows by level of human capital, type of
occupation, age, and gender. The non-linear role of distance as well as more complex
spatial models according to type of migration flow deserve increased focus by
scholars as well (see LeSage and Pace 2008). More attention needs to be paid to
the role of social and family capital in migration in addition to relevant developments
in the immigration literature; to date, the quantity of studies addressing these topics
are increasing. Specifically, there has been a rise in the number of studies on
the consequences of international redistribution of human capital for developed
countries.24 However, more collaboration between scholars focusing on interna-
tional and interregional migration are needed [see also Cushing and Poot (2004)
for more information related to this matter]. Finally, additional applications focused
on emerging economies should be pursued, such as recent work by Aroca and
Rodrìguez (2013) on migration issues in Latin American countries.
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Chapter 3
Determinants and Consequences
of International Migration

Andrea Ariu

Abstract This chapter provides a simple overview of the canonical model of
international migration, discusses the consequences of migration on both sending
and receiving countries and draws some considerations on future research prospects
for the international migration literature.

Keywords International migration · Models · Empirics

3.1 Introduction

International migration increased from 75 millions in 1960 to 211 millions in 2010.
While apparently huge, these numbers represent respectively only 2.5% and 3.1% of
the world population (Brücker et al. 2013). This means that most of the people on the
planet live in the countries in which they were born and only a tiny minority decides
to leave. This is mostly because the process of migration is very costly, thus
offsetting its benefits. On the one hand, this is the result of migration restrictions,
transport costs and relocation costs (which include finding a new job, possibly learn
a new language, etc.). On the other hand, the uncertainty involved makes risk averse
people decide to stay rather than leaving. Indeed, if we take into account people that
would like to leave their country, the amount of world migrants could get up to 20%
(Docquier et al. 2014). South-South migration represents the majority of actual
migration stocks (44%). North-North migration accounts for 18% of stocks and is
stable over time. South-North migration represents the most dynamic component of
migration with an increase from 10% in 1960 to 33% in 2010. Most of migrants are
male and college graduate, but female migration is increasing substantially in recent
years. The most popular destination is US, with about 20% of immigration stocks
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Ozden et al. (2011). Both the size and the dynamics of migration pose serious policy
issues on countries and raise questions on the possible liberalization effects of
migration.

In this chapter, we first analyze the determinants of the migration choice, by
highlighting both the theoretical approach to the problem and the main determinants
identified by the literature; second, we discuss the main consequences of migration
for both receiving and sending countries. Finally, we draw some considerations on
future research prospects for the international migration literature.

3.2 Why Do People Migrate?

In this paragraph we first outline the theoretical framework to think about migration
determinants and then review the main forces underlying the migration decision
identified in the literature.

3.2.1 The Canonical Model

All the models since Sjaastad (1962) and then Borjas (1987) suppose that the choice
of migration depends on the comparison between the benefits from remaining in the
origin country with those from migrating in a foreign country (net of the migration
cost). This approach found a general consensus in the literature and has become the
reference to model the migration flows. In particular, the Random Utility Model of
migration allows the researcher to start from the choices of individual agents to
country-pair migration flows. Using this approach, we compare the utility of an
individual i staying in the origin country j (where j denotes one of the countries
among the set J ) versus the utility of migrating in country k (with k2J and k 6¼ j). The
first can be expressed as:

U i
jj ¼ wjj þ ε ijj

where the double script jj indicates respectively the origin and the destination. wjj

represents a deterministic component of utility including all the variables that are
observed by the econometrician (such as wages, diasporas, etc.) and ε ijj is an
individual-specific stochastic component of utility representing the specific tastes
of the perspective migrant with respect to the migration choice. If instead the
individual i decides to migrate to k, his utility can be written as:

U i
jk ¼ wjk � cjk þ ε ijk

where cjk represents the cost of moving from j to k. If U i
jk > U i

jj, the individual
decides tomigrate. If insteadU i

jk < U i
jj, the person remains in her origin country j. The
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stochastic term ε ijk is a key determinant in the choice of migrating or not and allows
different individuals to take different choices. Most of the literature assumes this
random component to follow an independent and identically distributed Extreme
Value Type-1 distribution. Under this assumption, the probability for the individual
i to migrate from j to k can be written as:

Pr U i
jk > U i

jj

� �
¼ ewjk�cjkP

h2J
ewjh�cjh

where h indicates all the possible alternative countries (including the origin) in the
set J.1 By indicating with Mjk the number of people deciding to migrate and by
diving it for the number of people deciding to stay, Mjj we get:

Mjk

Mjj
¼ ewjk�cjk

ewjj

by taking the log, this expression becomes like a gravity equation:

log
Mjk

Mjj

� �
¼ �

wjk � wjj

�� cjk

both origin, destination and bilateral characteristics explain the migration rates
from j to k. This means that all the usual forces of the gravity equation can be
condensed in this expression. For example, we expect migration flows to increase in
the wage of the destination country and decrease in the wage of the origin country.
Moreover, bilateral factors such as distance affect the choice. This theoretical
framework has several advantages:

• it explains zeroes: if no person living in j has thatU i
jk > U i

jj, then
Mjk

Mjj
¼ 0 and we

can observe a zero migration flow between j and k. This is a frequent situation in
the data: 60% of all corridors are indeed empty (Ozden et al. 2011).

• it explains migrants selection: on the one hand, people having different ε can
decide different locations or not to migrate, so, not everybody makes the same
choice. In this sense the model can explain the selection into migrating or not. On
the other hand, the model can be modified to have two types of individuals, for
example low and high-skilled. These categories of migrants can react differently
to migration costs and the benefits present in the destination country. This allows
us to model the so-called “positive selection of migrants”, which refers to the fact

1Please refer to McFadden (1984) for more details about the properties of the distribution and for a
complete treatment of the derivation of this expression. Just to provide the intuition, this expression
says that for individual i the choice of migrating to country k provides him more utility than any
other possible destination h 6¼ J and is also higher than the choice of staying in j. This derivation is
possible only under the assumption that the choice of one destination does not depend on the
characteristic of the others.
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that migrants tend to be the most skilled among the pool of potential migrants. In
other words, this framework allows us to model why emigrants have a higher
education than people that decide to remain in the origin country.

• it embeds migration costs into the migration choice: both geographical and
policy variables can determine the choice of the migrant.

• it can be tailored to account for the multilateral resistance to migration: by
relaxing the assumption on the irrelevance of irrelevant alternatives (IIA), it is
possible to take into account the effect that a third country can have on the
migration flow between j and k. The idea is that the choice of a potential migrant
from j when considering to relocate to k can be influenced also from the
characteristics of all the other destinations. This means that the choice is not
relative just to the two countries j and k but also relative to all the others. This
concept was developed in the trade literature by Anderson and van Wincoop
(2003), and the intuition is that trade flows between two countries depend also on
what other countries are trading with each other. Bertoli and Fernández-Huertas
Moraga (2013, 2015) derive the model in this context and develop adequate
estimation procedures to deal with this issue in a migration setting.

The most important drawback of using this framework is that it is only a partial
equilibrium framework and it does not allow for a proper analysis of the welfare
consequences of migration, both for the receiving and sending countries. Therefore,
while it explains quite well migration flows across countries along all north and
south corridors, other models should be used to capture the general equilibrium
effects of migration and make a proper accounting of the welfare effects. Unfortu-
nately, on that side there is no consensus on how to model the welfare consequences
and in Sect. 3.3 we limit ourselves to the analysis of the consequences of migration
for both receiving and sending countries without entering into the details of the
frameworks used.

3.2.2 Migration Determinants

Having presented the building block of the model, we discuss now what is usually
included into the net benefits of migrating wjk � wjj and the migration costs cjk. This
means that we are going to take into account all the determinants of migration flows
identified by the literature.

• the most important factor for migration decision is the per-capita income differ-
ence between two countries, especially for high-skilled. Grogger and Hanson
(2011) show that 58% of the variation in the stock of migrants is explained by
differences in per-capita income levels between two countries. Most of the papers
use a logarithmic specification to model the relation between migration flows and
income (Mayda 2010; McKenzie et al. 2014; Bertoli and Fernández-Huertas
Moraga 2013, 2015; Bertoli et al. 2011; Ortega and Peri 2012) while Grogger
and Hanson (2011) assume that wjk depends linearly on income per capita. In
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most cases the income per capita is proxied by the GDP per capita, thus implicitly
assuming that all migrants earn the same in the destination country. However,
more recent papers tried to solve this issue by looking at post-tax earnings
(Grogger and Hanson 2011), by looking at income specific earnings (Belot and
Hatton 2012), or by using wages rather than earnings (Beine et al. 2011) adjusted
by the observed productivity of migrants in the destination (Ariu et al. 2016).

• the second most important factor influencing migration flows is represented by
the diasporas. At least one third of the variation in migration flows is explained by
the existence of migration diasporas in the destination country (Beine et al. 2014).
In particular, gravity models find that on average, a 10% increase in the bilateral
migration stock is associated to a 4% increase in the bilateral migration flow
(Beine et al. 2011; Bertoli and Fernández-Huertas Moraga 2013; Beine and
Parsons 2012). This means that people that migrated already to a country can
help perspective migrants by offering information and local help. Therefore,
diasporas can lower the cost of migrations.

• Expectations can influence migration flows. People do not only look at current
possible earnings in both origin and destination, but they also form expectations
about future income growth. For example, Bertoli et al. (2013) have shown that
variations in the yields on 10-year government bonds successfully explain migra-
tion decisions.

• Migration policies can also alter migration flows. Direct evidence is present in
Beerli and Peri (2015), in which they quantify the effect of the implementation of
the EU-Swiss free movement of people agreement using quasi-natural experi-
ment. In particular, the relaxation of Swiss restrictions led to a 4% increase in the
number of foreign workers in Switzerland. More indirect tests use VISA waivers
(Bertoli and Fernández-Huertas Moraga 2013), VISA policies (Bertoli and
Fernández-Huertas Moraga 2015; Beine and Parsons 2012), multilateral agree-
ments such as Shengen (Grogger Hanson 2011; Beine et al. 2013) or immigration
reforms (Ortega and Peri 2012).

3.3 Consequences for Sending Countries

As highlighted in the introduction, most of the increase in migration of the last
50 years comes from migrants from poor countries relocating to rich countries
(Ozden et al. 2011). Moreover, most of these flows are represented by high-skilled.
This outflow represents an important loss of human capital and it is usually referred
as “Brain Drain”. The literature analyzing the Brain Drain is mostly theoretical and it
experienced three main waves which concentrated on the economic consequences of
brain drain Docquier and Rapopport (2012).

The first wave dates back to the 1960s. These theoretical contributions were based
on trade frameworks and pointed towards the beneficial effects of free migration for
the world economy. In this type of setting, the predictions for the sending countries
were uncertain or neutral. The loss associated to the reduction in the human capital
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stock was counterbalanced by remittances (Grubel and Scott 1966; Johnson 1967;
Berry and Soligo 1969). A second wave of literature instead focused more on the
negative aspects of the human capital loss. Introducing in their frameworks various
types of frictions, such as domestic labor market rigidities, resulted in negative
consequences for the poor countries. By letting the high-skill leave, rich countries
could become even richer by exploiting the human capital formed in the developing
one (Bhagwati and Hamada 1974; McCulloch and Yellen 1977). The third wave of
papers identified under which circumstances the Brain Drain can have positive
consequences for sending countries. These include a possible increase in productiv-
ity of the sending country (Mountford 1997), increase the returns to human capital
investment and increase the average human capital level (Stark et al. 1997; Stark and
Wang 2002; Vidal 1998; Beine et al. 2001), decrease the returns to rent-seeking
(Mariani 2007). Finally, an important number of papers analyzed the determinants
and the consequences of remittances. In particular, migrants can help their families
in the origin countries by sending them part of their income. The effects of such
flows on the origin country of the migrant are still debatable due to the difficulty to
isolate the effect of remittances from all the other shocks that can influence the
economy of a country. Faini (2007) provides a nice review of these results. More in
general, the literature focusing on the economic consequences of emigration on
origin countries lacks empirical evidence on the consequences and mechanisms
behind the brain drain. The main problem is that is it difficult to disentangle the
effect of emigration from that of other confounding factors. Therefore, in the absence
of a clean natural experiment, the literature remained mostly on the theoretical side.

More recent contributions left a bit aside the pure economic perspective to focus
instead on the effect of emigration on institutions. For example, Spilimbergo (2009)
shows that migrants educated in democratic countries are able to promote democracy
in their home country. Similarly, Docquier et al. (2016) find a positive causal effect
of emigrants on the quality of institutions. In particular, they find that over the period
1975–2000 unskilled emigration positively impacted institutional quality in origin
countries using different indicators of democracy and economic freedom. Batista
and Vicente (2011) constructed an experiment in Cape Verde to understand the
influence of migration on the demand for political accountability. They find that
migrants and return migrants that have been exposed to more democratic countries
have a stronger bias on political accountability. Finally, Barsbai et al. (2017) use a
quasi natural experiment to show that emigration towards democratic countries
influenced electoral outcomes and political preferences in Moldova. They use the
Russian financial crisis in 1998 which led a consistent part of the population to leave
the country and they use variation in political ideologies and democratic traditions to
analyze destination-specific political spillovers of emigration. They find that com-
munities with a larger emigration towards more democratic countries shifted votes
away from the Communist Party while those that had a strong emigration towards
Russia increased their support to the Communist Party. These papers show that the
exposure to more democratic values thank to migration can: (i) change the voting
behavior of the migrant and (ii) have spillovers over the families and communities in
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the origin countries. Therefore, besides the loss of human capital, origin countries
experience an inflow of new ideas from abroad that can have positive effects also on
the economic side.

The lesson from these papers is that besides brain drain represents a loss of human
capital and has bad short term economic consequences, in the medium and long run
emigration can have also positive outcomes both in terms of growth and develop-
ment, but also in terms of institutional quality. Still it remains uncertain what is the
net effect of both negative and positive mechanisms.

3.4 Consequences for Destination Countries

The debate over the consequences on the destination countries has been the most
lively in the past 10 years. On the one hand, Borjas (2003), Borjas (2017) and
Monras (2015) show that the impact of immigration on wages is small but negative.
On the other hand, there is extensive evidence that the effects of immigrants on
wages and employment of natives is negligible or even positive (e.g. Card (1990,
2001), Ottaviano and Peri (2012), Beerli and Peri (2015), Foged and Peri (2016)).
Still, there is no consensus on the effect of migrants on wages, however, most of the
literature argues in favor of negligible or even positive effects of immigration. Very
broadly, Borjas (2003), Borjas (2017) argue that following an increase in the supply
of migrants which are in the same education-experience group should affect the
wages of natives because the labor demand curve is negatively sloped. Other studies
instead point at the imperfect substitutability of migrants and natives. For example
Peri and Sparber (2009) show that immigrants specialize in different tasks than
natives, thus complementing the native labor force. In general, the lack of consensus
raises because of different views on the substitutability or complementarity between
migrants and natives, which also leads to different estimation strategies and results.
The resolution of this puzzle is also tricky due to the endogeneity raising from the
non-random location choices of migrants.

Focusing on the first issue, the problem comes from the comparability between
immigrants and natives. On the one hand, Borjas et al. (1996) argue that immigrants
should be compared with natives of the same experience and education. This
approach implicitly assumes perfect substitutability across migrants and natives
within the same experience and education. On the other hand, Ottaviano and Peri
(2012) and Manacorda et al. (2012) assume that they can be imperfect substitutes
within the same experience-education cell. This comes from the observation that
even if migrants have the same education level and experience of natives, they tend
to be employed in occupations that have a skill content that is lower than that of
natives (Mattoo and Neagu 2008). Therefore, an high-skilled migrant could poten-
tially end up in a low-skilled job. The estimation strategy following these choices
leads to opposite results: Borjas et al. (1996) find small but negative effects while
Ottaviano and Peri (2012) and Manacorda et al. (2012) find that immigrants do not
have any effect on natives and very small negative effects on previous immigrants.

3 Determinants and Consequences of International Migration 55

bbiagi@uniss.it



This second set of results can be explained by the fact that immigrants tend to
specialize in different occupations with respect to natives Peri and Sparber (2009).
Therefore, they do not really compete for the same jobs, even if they share the same
education and experience.

Focusing on the second issue, most of the studies rely on an instrumental strategy
that uses the interaction of historical presence of immigrants across regional labor
markets with aggregate flows changes. This method allows to compute reasonably
exogenous changes in the supply of migrants, thus solving the endogeneity problem
related to the allocation of migrants across space. This approach has been first
proposed by Altonji and Card (1991) and it is also called “shift-share instrument”
and has been extensively used in many papers (e.g. Card 2001; Peri and Sparber
2009; Dustmann et al. 2013). The underlining assumption is that the repartition of
migrants in the past is not correlated with the current demand for immigrants.
A more hybrid approach is to use a synthetic control group employed for example
in Borjas (2017) and Peri and Yasenov (2015). This technique constructs a compar-
ison group using a weighted average of possible control units; in this way, the
technique allows the researcher to compare the treated group to an optimally chosen
control. Few other studies have exploited exogenous episodes of supply increases,
such as the return of French expatriates from Algeria (Hunt 1992), the collapse of the
Soviet Union (Borjas and Doran 2015; Friedberg 2001) or the return of Germans
from Romania and Bulgaria (Glitz 2012). Other approaches rely on the random
allocation of refugees across space (Foged and Peri 2016) or the exploitation of
policy changes which have some regional and time variation (e.g. the Swiss-EU
agreement in Beerli and Peri (2015) or the Czech-German commuting policy for
cross-border workers in Dustmann et al. (2017)).

3.5 Future Prospects

The main limitation to the development of the international migration literature has
been the lack of data. Most of the first contributions were purely theoretical and only
with the database developed by Docquier and Marfouk (2006) the literature could
test many of the theoretical findings and find new patterns to analyze. The data is
based on the Censuses of OECD countries and there is information on the migration
stocks of foreign born by origin country for the years 1990 and 2000. This dataset
was then refined to disentangle the education and gender dimensions and it has been
updated with information for the year 2010.2 The availability of these data led the
field to find new cross-country evidence on migration, its determinants and conse-
quences. One limitation of the cross-country data is that it is impossible to analyze
the heterogeneity of the migration flows and it is hard to find a plausibly exogenous
variation to make causal inference. Recently some datasets at the individual level

2See Brücker et al. (2013) for more information on the latest version of the data.
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have become available for some regions and countries. This increased the opportu-
nities for clean identification strategies. However, they are usually limited in their
geographical coverage. So, it is harder to make cross-country analyses and to test the
external validity of the results.

These new data have several advantages. First, they allow a more precise
definition the labor markets, thus allowing researcher to focus on cities and districts
rather than regions. Second, the many sources of variation allow the researchers to
have cleaner identification strategies and to study the mechanisms leading to some
results. Third, these data can be linked with information on firms. This employer-
employee data can allow researchers to study reallocation of workers both across
firms within regions, but also within firms. This opens a totally new perspective
since it allows researchers to understand the role of migrants in the production
processes of the firm and their contribution to productivity and growth at the
micro level. For example, recent papers find that immigrants have positive effects
on the productivity of the firm (Ghosh et al. 2014; Ruffner and Siegenthaler 2016;
Mitaritonna et al. 2017). Many other questions can be answered using these micro
data. For example it would be possible to study more in depth the substitutability
versus the complementarity of migrants with native workers. It would be possible to
understand wage dynamics and the reallocation of workers under different shock
scenarios, such as trade liberalization and demand shocks. Finally, Ottaviano and
Peri (2013) point also at the city as a new frontier for the migration literature to
understand the impact of migration on agglomeration economies. This is because
migrants are different than the destination population and in this offers new oppor-
tunities and threats that are worth exploring. On the one hand, migrants tend to be
positively selected (i.e. they tend to be more skilled than the origin population) and
they own a set of skills, tasks and values that is different from that of natives. This
brings new opportunities for firms and local markets that can expand thanks to the
new varieties of knowledge, capabilities and products or services. On the other hand,
this poses challenges at the level of spatial congestion and social assimilation. Both
positive and negative effects can now be explored in detail and provide contributions
that span across different fields of economics, such as urban economics, economic
geography and international trade, just to mention some.

3.6 Conclusion

In conclusion, the literature on international migration has been flourishing in the
recent years especially thanks to the increased availability of new and more detailed
data. While there is a consensus on the theoretical tools to be used, there are still
some debates on the empirical implementation and on the results. This especially
applies to the research focusing on the impact of immigrants on wages and employ-
ment of natives. These new datasets are allowing researchers to discover new
mechanisms behind migration and the literature is evolving towards having cities
and firms as the focus of analysis. Therefore, there is a natural shift from a more
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macro approach to micro which allows researchers to understand better the hetero-
geneity behind aggregate flows and to account more finely for winners and losers of
the migration phenomenon. However, this comes at the expenses of the generality of
the results which can rarely be compared across countries and regions due to the
limited geographical coverage of these new datasets.

References

Altonji JG, Card D (1991) The effects of immigration on the labor market outcomes of less-skilled
natives. In: Immigration, trade, and the labor market, NBER chapters. National Bureau of
Economic Research, Cambridge, MA, pp 201–234

Anderson JE, van Wincoop E (2003) Gravity with gravitas: a solution to the border puzzle. Am
Econ Rev 93(1):170–192

Ariu A, Docquier F, Squicciarini M (2016) Governance quality and net migration flows. Reg Sci
Urban Econ 60:238–248

Barsbai T, Rapoport H, Steinmayr A, Trebesch C (2017) The effect of labor migration on the
diffusion of democracy: evidence from a former Soviet Republic. Am Econ J: Appl Econ 9(3):
36–69

Batista C, Vicente PC (2011) Do migrants improve governance at home? Evidence from a voting
experiment. World Bank Econ Rev 25(1):77–104

Beerli A, Peri G (2015) The labor market effects of opening the border: new evidence from
Switzerland. NBER working papers 21319. National Bureau of Economic Research,
Cambridge, MA

Beine, M. and Parsons, C. (2012). Climatic factors as determinants of international migration.
CESifo working paper series 3747. CESifo Group, Munich

Beine M, Docquier F, Rapoport H (2001) Brain drain and economic growth: theory and evidence.
J Dev Econ 64(1):275–289

Beine M, Docquier F, Ozden C (2011) Diasporas. J Dev Econ 95(1):30–41
Beine, M., Bourgeon, P., and Bricongne, J.-C. (2013). Aggregate fluctuations and international

migration. CESifo working paper series 4379. CESifo Group, Munich
Beine M, Bertoli S, Moraga JF-H (2014) A practitioners’ guide to gravity models of international

migration. Working papers 2014-03. FEDEA, Madrid
Belot MVK, Hatton TJ (2012) Immigrant selection in the OECD. Scand J Econ 114(4):1105–1128
Berry AR, Soligo R (1969) Some welfare aspects of international migration. J Polit Econ 77(5):

778–794
Bertoli S, Fernández-Huertas Moraga J (2013) Multilateral resistance to migration. J Dev Econ

102:79–100
Bertoli S, Fernández-Huertas Moraga J (2015) The size of the cliff at the border. Reg Sci Urban

Econ 51(C):1–6
Bertoli S, Moraga JF-H, Ortega F (2011) Immigration policies and the ecuadorian exodus. World

Bank Econ Rev 25(1):57–76
Bertoli S, Brücker H, Moraga JF-H (2013) The European crisis and migration to Germany:

expectations and the diversion of migration flows. Working papers 2013-03. FEDEA, Madrid
Bhagwati J, Hamada K (1974) The brain drain, international integration of markets for professionals

and unemployment: a theoretical analysis. J Dev Econ 1(1):19–42
Borjas G (1987) Self-selection and the earnings of immigrants. Am Econ Rev 77(4):531–553
Borjas GJ (2003) The labor demand curve is downward sloping: reexamining the impact of

immigration on the labor market. Q J Econ 118(4):1335–1374
Borjas GJ (2017) The wage impact of the marielitos: a reappraisal. Ind Labor Relat Rev 70(5):

1077–1110

58 A. Ariu

bbiagi@uniss.it



Borjas GJ, Doran KB (2015) Cognitive mobility: labor market responses to supply shocks in the
space of ideas. J Labor Econ 33(S1):S109–S145

Borjas GJ, Freeman RB, Katz L (1996) Searching for the effect of immigration on the labor market.
Am Econ Rev 86(2):246–251

Brücker H, Capuano S, Marfouk A (2013) Education, gender and international migration: insights
from a panel-dataset 1980–2010. Technical report, Mimeo, Norface Research Programme on
Migration

Card D (1990) The impact of the mariel boatlift on the miami labor market. Ind Labor Relat Rev
43(2):245–257

Card D (2001) Immigrant inflows, native outflows, and the local labor market impacts of higher
immigration. J Labor Econ 19(1):22–64

Docquier F, Marfouk A (2006) International migration by educational attainment (1990–2000). In:
Ozden C, Schiff M (eds) International migration, remittances the brain drain. Palgrave
Macmillan, New York, pp 151–199

Docquier F, Rapoport H (2012) Globalization, brain drain, and development. J Econ Lit 50(3):
681–730

Docquier F, Peri G, Ruyssen I (2014) The cross-country determinants of potential and actual
migration. Int Migr Rev 48(1):37–99

Docquier F, Lodigiani E, Rapoport H, Schiff M (2016) Emigration and democracy. J Dev Econ
120(C):209–223

Dustmann C, Frattini T, Preston IP (2013) The effect of immigration along the distribution of
wages. Rev Econ Stud 80(1):145–173

Dustmann C, Schnberg U, Stuhler J (2017) Labor supply shocks, native wages, and the adjustment
of local employment. Q J Econ 132(1):435–483

Faini R (2007) Migration and remittances. The effects on the origin country. Revue d’economie du
developpement 15(2):153–182

Foged M, Peri G (2016) Immigrants’ effect on native workers: new analysis on longitudinal data.
Am Econ J: Appl Econ 8(2):1–34

Friedberg RM (2001) The impact of mass migration on the Israeli labor market. Q J Econ 116(4):
1373–1408

Ghosh A, Mayda AM, Ortega F (2014) The impact of skilled foreign workers on firms: an
investigation of publicly traded U.S. firms. CReAM discussion paper series 1442, Centre for
Research and Analysis of Migration (CReAM), Department of Economics, University College
London

Glitz A (2012) The labor market impact of immigration: a quasi-experiment exploiting immigrant
location rules in Germany. J Labor Econ 30(1):175–213

Grogger J, Hanson GH (2011) Income maximization and the selection and sorting of international
migrants. J Dev Econ 95(1):42–57

Grubel HB, Scott AD (1966) The international flow of human capital. Am Econ Rev 56(1–2):
268–274

Hunt J (1992) The impact of the 1962 repatriates from Algeria on the French labor market. Ind
Labor Relat Rev 45(3):556–572

Johnson H (1967) Some economic aspects of the brain drain. Pak Dev Rev 7(3):379–411
Manacorda M, Manning A, Wadsworth J (2012) The impact of immigration on the structure of

wages: theory and evidence from Britain. J Eur Econ Assoc 10(1):120–151
Mariani F (2007) Migration as an antidote to rent-seeking. J Dev Econ 84:609–630
Mattoo A, Neagu IC, Özden C (2008) Brain waste? Educated immigrants in the US labor market.

J Dev Econ 87(2):255–269
Mayda A (2010) International migration: a panel data analysis of the determinants of bilateral flows.

J Popul Econ 23(4):1249–1274
McCulloch R, Yellen JL (1977) Factor mobility, regional development, and the distribution of

income. J Polit Econ 85(1):79–96

3 Determinants and Consequences of International Migration 59

bbiagi@uniss.it



McFadden D (1984) Econometric analysis of qualitative response models. In: Griliches Z,
Intriligator M (eds) Handbook of econometrics, vol 2. Elsevier, Amsterdam

McKenzie D, Theoharides C, Yang D (2014) Distortions in the international migrant labor market:
evidence from Filipino migration and wage responses to destination country economic shocks.
Am Econ J: Appl Econ 6(2):49–75

Mitaritonna C, Orefice G, Peri G (2017) Immigrants and firms’ productivity: evidence from France.
Eur Econ Rev 96:62–82

Monras J (2015) Immigration and wage dynamics: evidence from the Mexican peso crisis. IZA
discussion papers 8924, Institute for the Study of Labor (IZA)

Mountford A (1997) Can a brain drain be good for growth in the source economy? J Dev Econ
53(2):287303

Ortega F, Peri G (2012) The effect of income and immigration policies on international migrations.
Migr Stud 1(1):47–74

Ottaviano GIP, Peri G (2012) Rethinking the effect of immigration on wages. J Eur Econ Assoc
10(1):152–197

Ottaviano G, Peri G (2013) New frontiers of immigration research: cities and firms. J Reg Sci 53(1):
1–7

Ozden C, Parsons CR, Schiff M, Walmsley TL (2011) Where on earth is everybody? The evolution
of global bilateral migration 1960–2000. World Bank Econ Rev 25(1):12–56

Peri G, Sparber C (2009) Task specialization, immigration, and wages. Am Econ J: Appl Econ 1(3):
135–169

Peri G, Yasenov V (2015) The labor market effects of a refugee wave: applying the synthetic
control method to the mariel boatlift. NBER working papers 21801. National Bureau of
Economic Research, Cambridge, MA

Ruffner J, Siegenthaler M (2016) From labor to cash flow? The impacts of abolishing all immigra-
tion restrictions for EU workers on Swiss firms. Technical report, Mimeo, ETH Zurich

Sjaastad L (1962) The costs and returns of human migration. J Polit Econ 70(5):80–93
Spilimbergo A (2009) Democracy and foreign education. Am Econ Rev 99(1):528–543
Stark O, Wang Y (2002) Inducing human capital formation: migration as a substitute for subsidies.

J Public Econ 86(1):29–46
Stark O, Helmenstein C, Prskawetz A (1997) A brain gain with a brain drain. Econ Lett 55(2):22734
Vidal J-P (1998) The effect of emigration on human capital formation. J Popul Econ 11(4):589–600

60 A. Ariu

bbiagi@uniss.it



Part II
State of the Art and Future Challenges

in Migration Research Around the World

bbiagi@uniss.it



Chapter 4
State of the Art and Future Challenges
of Interregional Migration Empirical
Research in North America

Isha Rajbhandari and Mark Partridge

Abstract This book chapter offers an overview of the literature on the determinants
of U.S. interregional migration trends. With its particularly high rates of internal
migration, the United States serves as an interesting case study for analyzing
regional migration trends. The contributions highlight the migration trends that are
specific to the country and include in-depth discussions about the various factors that
have shaped them over time. The aim of the book chapter is to provide a compre-
hensive review that not only accounts for the previous research, but also incorporates
recent developments in migration literature. One of the important contributions of
the book chapter is its discussion on the linkages between migration and climate
change in the U.S. The chapter also identifies the current gaps in the literature and
suggests possible novel avenues for future research on interregional migration.

Keywords Interregional migration · Climate-related migration · Determinants of
migration · Equilibrium · Disequilibrium

4.1 Introduction

The United States is one of the world’s most mobile countries, which makes it an
interesting case study when examining migration trends. The high rate of
U.S. migration has resulted in a flexible labor market (Obstfeld and Peri 1998) and
significant regional growth differentials (Partridge 2010; Partridge et al. 2012).
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According to a 2009 report by the U.S. Census Bureau, about 20% of the population
changed residences each year in 1960s. Even though the migration rate has declined,
the report finds that about 13% of the population has annually changed residence
since 2000 (Partridge 2010). During the 1970s and 1980s, the South, Southwest, and
Rocky Mountain regions experienced high rates of in-migration from the Great
Lakes states and the Northeast region, traditionally considered as the core region
of the country (Partridge 2010). This shift in the interregional migration trend has
been attributed to the lagging job growth in agricultural, mineral extraction, and
heavy manufacturing industries in the core region and a corresponding increase in
job opportunities in the South and West (Greenwood 1985; Rappaport 2007). The
observed migration pattern is also consistent with amenity-led migration (Graves
1979) to places endowed with high levels of natural amenities such as warm climate,
pleasant landscape, lakes/oceans, and mountains (Partridge 2010), resulting in
positive population growth in both rural and urban areas. The willingness of
households to migrate serves as a primary driver of regional shifts in labor supply
(Chen and Rosenthal 2008). Nevertheless, U.S. migration trends have undergone
several key changes, most of which have been documented and analyzed in the
migration and regional literature.

Studies show that migration in the U.S. is selective in nature. In their review of the
existing research on internal U.S. migration, Greenwood (1975) states that ‘migra-
tion is selective of the younger, better-educated, and more high-productive workers'
(p. 415). Similarly, a more recent contribution by Molloy et al. (2011) shows how
the average propensity to migrate internally increases with education (Faggian et al.
2017). Increased availability of micro-data has allowed researchers to better analyze
the migration behaviors of highly educated individuals such as graduates, scientists,
and inventors (Faggian and Franklin 2014; Winters 2011b). Literature on elderly
mobility has also received special attention because the migration trends and deter-
minants of the elderly is different from other demographic groups (Graves and
Knapp 1988). Studies find that elderly migrants prefer locations with low taxes on
property, estate, inheritance, and school (Gale and Heath 2000; Walters 2002). In
addition, the extant literature focuses on studying the economic and non-economic
determinants of migration (Greenwood 1985; Graves 1979), reversal of migration
flows from metropolitan to nonmetropolitan areas (McGranahan et al. 2010;
Rupasingha et al. 2015), declining rates of economic migration (Partridge et al.
2012; Kotkin 2009), and commuting (Baum-Snow, 2010; Lee et al. 2006).

The main objective of this chapter is to provide a review of the extant literature on
the determinants of U.S. interregional migration, while highlighting the prominent
migration trends. The chapter also identifies the current gaps in the literature and
suggests possible extensions for future work. It focuses on reviewing recent devel-
opments in migration research that are missing from previous reviews such as
Greenwood (1975) and Faggian et al. (2015). One of the contributions is that it
includes climate-related migration research that highlights the linkages between
climate change and U.S. migration, and identifies the associated challenges. The
geographic scope of the review is limited to the U.S. subnational regions, though at
times, we compare these contributions with relevant studies in Europe and Australia.
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While international migration is also an important migration feature, a discussion of
the international migration literature is beyond the scope of this review. Most of the
contributions discussed in this chapter examine migration trends of the general
populace. Existing literature on high-skilled migration is discussed separately from
the general population migration because of its intrinsic peculiarities and differences
(Faggian et al. 2017), as well as its important link to regional economic growth.

The chapter is organized as follows. The second and third sections review the past
(pre-2000) and current (post-2000) contributions on the determinants of inter-
regional migration in the U.S. The fourth section reviews literature on climate
change migration. The last section concludes and discusses current gaps in the
literature, while providing possible avenues for future research.

4.2 Past Literature

Historically, U.S. migration literature has mostly been focused on analyzing the
economic and non-economic determinants of interregional migration. The debate on
whether job opportunities and income, or alternatively, amenities have a greater
influence on internal migration has been central to the extant literature. Well-
renowned economists Michael Greenwood and Philip Graves have played crucial
roles in influencing the literature to gradually develop along the two distinct lines
(Graves 1980). The unprecedented decline in percentage of U.S. population residing
in the metropolitan areas, coupled with increased migration to the South and West in
the 1970s, stimulated the interest in amenity-based migration in the U.S.

The spatial equilibrium model of migration, represented by Graves and Linneman
(1979) and Polachek and Horvath (1977), posits that market rents and wages adjust
so as to leave utility constant across space. In this case, migration occurs to facilitate
an adjustment to a new equilibrium and is a result of changes in demand for location-
specific amenities (Graves 1980). Graves (1980) demonstrates that when income
levels and unemployment rates are taken into account, certain climatological ame-
nity variables such as heating and cooling degree days, annual temperature variance,
relative humidity, and wind speed are important in explaining net population
migration during the 1960s (Greenwood and Hunt 1989). Using post-1970 Census
data, Beale (1977) finds that non-metropolitan counties were growing more rapidly
than metropolitan counties, thus providing empirical support to the spatial equili-
brium model of migration (Graves 1980).

Several other theoretical and empirical studies have found climate to be an
important determinant of net migration in the 1960s and 1970s (Cebula and Vedder
1973; Graves and Linneman 1979; Graves and Mueser 1993; Krumm 1983;
Schachter and Althuas 1993). These studies, mostly conducted at the metropolitan
statistical area (MSA) level of analysis, argue that income and unemployment
differences across cities reflect not the real utility differentials, commonly assumed
in the literature, but rather the compensation required for spatial indifference that
account for the changes in the demand for location-specific goods such as climate
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(Graves 1980). In their seminal work, Roback (1982) demonstrates that the value of
amenities is capitalized in both the wages and rents. The empirical evidence shows
that the combination of low wages in the West in the 1970s and extremely high
growth rates of population suggest that the regional differences in earnings can be
largely accounted for by regional differences in local amenities.

On the contrary, the proponents of the disequilibrium model of migration view
the system as initially being out of equilibrium, leading to income and employment
differentials across space (Greenwood 1985). These differentials encourage migra-
tion from low-income to high-income regions, and subsequently reduce the differ-
ences. In this model, jobs and wages are considered to be more important than
location-specific amenities in explaining net migration. Using migration data derived
from a 1% sample of all persons employed in Social Security-covered jobs from
1958 to 1975 at the level of Bureau of Economic Analysis economic areas (BEA),
Greenwood and Hunt (1989) find a positive and significant impact of rate of
employment growth on net metropolitan migration, whereas, the impact of amenity
variables is mostly insignificant. Contrary to Graves (1979, 1980), this study finds no
obvious relationship between increasing importance of location-based amenities and
rising real incomes. Nonetheless, to the extent that migrants are attracted to job
opportunities and jobs are growing rapidly in amenity-rich areas, Greenwood and
Hunt (1989) hypothesize that amenity variables might indirectly influence migration.

Numerous studies such as DaVanzo (1978, 1983), Porell (1982), and Herzog and
Schlottmann (1984) find that interregional wage differentials play an important role
in influencing migration in the U.S. Porell (1982) compares the relative importance
of economic versus quality of life factors in explaining migration at the MSA-level
over the 1965–1970 period. The study finds migration to be more responsive to
economic factors, even though quality of life factors are also important. Similarly,
DaVanzo (1978) uses the Panel System of Income Dynamics (PSID) data to find that
families whose heads are looking for work are more likely to move than families
whose heads are not looking. Likewise, Herzog and Schlottmann (1984) use the
1970 Census Public Use Micro data Samples (PUMS) to conclude that unemploy-
ment doubles the likelihood of interstate labor force migration.

Although migration models are typically formulated based on the behavioral
foundations of individuals and under the individual utility maximization framework,
aggregate data at the state- and county-level are frequently employed to estimate
these models (Greenwood 1975, 1985). Age, education, income, employment status,
and race are personal characteristics that could significantly influence migration
(Greenwood 1975). Therefore, including only origin and destination characteristics
such as median age, median number of years of schooling, mean income, mean
January temperatures, and unemployment rates to proxy for individuals characteris-
tics of the migrants could lead to biased results because they do not account for the
heterogeneity in the demographic and socioeconomic characteristics of the migrants
and the stayers (Greenwood et al. 1991). Assuming that migration frequently
involves change in occupation and/or industry of employment, aggregate-level
analysis that attributes increases in earnings entirely to change in location can
overstate the returns to migration (Greenwood 1975). Likewise, higher unemploy-
ment rates differentially influence migration of unemployed individuals relative to
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their employed counterparts, which is not apparent in studies that attempt to explain
migration using aggregate data (Greenwood 1985).

In the past literature, limited attention was paid to the role of personal character-
istics on migration decisions due to the aggregate nature of available data. The use of
aggregated data could bias the effect of personal characteristics which are important
determinants of an individual’s decision to migrate (Greenwood 1985; Navratil and
Doyle 1977). Nonetheless, the availability of individual-level data has allowed
several studies to use micro-data to estimate the impact of personal characteristics
on migration behavior, thereby improving focus on the decision-making unit
i.e. family, household, or individual (DaVanzo 1978, 1983; Herzog and Schlottmann
1984). The longitudinal nature of these datasets, to some extent, also permit the
study of significant life-cycle influences on migration decisions (Greenwood 1985).
Polachek and Horvarth (1977) use PSID data to emphasize the importance of life-
cycle phenomena and family considerations on migration decisions. Likewise,
studies can account for the influence of past migration experiences on current
migration decisions, as well as assess the returns to migration (Greenwood 1985).
However, prior to the 2000s, individual-level analysis was at its beginning stages
with migration being defined over a period of time, and consequently, studies could
only assess the importance of life-cycle variables within a cross-sectional framework
(Greenwood 1985).

An important consequence of life-cycle considerations was the recognition that
age is one of the strongest empirical predictors of geographical mobility behavior
(Plane 1993). Studies have found that the effects of economic opportunity differen-
tials on migration decline sharply with age (Morgan and Robb 1981). The authors
find that the impact of relative income and employment growth on migration is the
highest for individuals within the 25–34 year-old age group. Likewise, Graves
(1979) finds that while areas with higher income attract more whites between the
ages of 25–35 years, the effect drops significantly for individuals over 35 years
of age.

Elderly migrants have received considerable attention in the U.S. migration
literature because their migration trends and determinants are different from other
demographic groups (Graves and Knapp 1988). In their work, Graves (1979) and
Graves and Regulska (1982) show that retirement leads to an increase in amenity-led
migration relative to active workers. Since the retired elderly are not competing in
the labor markets, they tend to prefer locations where a larger percentage of the
amenity values are capitalized in labor markets relative to land markets (Graves and
Knapp 1988; Graves and Waldman 1991). Migrants above the age of 65 years are
attracted to areas with warm climates, coastal location, large elderly populations,
relatively many residents of the respondent’s own race, high median home values
and income taxes, and low property taxes, poverty rates, and public school expen-
ditures (Newbold 1996; Walters 2002; Clark and Hunter 1992; Assadian 1995; Gale
and Heath 2000). Using 1990 Census micro-data, Newbold (1996) finds that elderly
individuals above 65 years of age are likely to leave states with low per capita
Medicare expenditures, low population, cold winters, and relatively few residents of
the respondent’s own race. Likewise, Walters (1994) finds that mild winters and
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clear summers are the most attractive destination characteristics for the elderly in the
U.S.

In the U.S., elderly migrants congregate within a few key destinations, mainly
Florida, Arizona, and California, which experience demographic, economic, and
cultural changes over a relatively short period of time (Bean et al. 1994; Deller 1995;
Rice and Pepper 1997; Sastry 1992). Elderly migration increases the geographic
concentration of older population in these destinations, which could influence the
composition of public goods and services, and therefore requires special attention.
High wealth and increased expenditures in the form of health care and demand for
local services from the retired elderly could create a multiplier effect and contribute
to increased regional growth in the destination. Serow and Haas (1992) estimate the
direct and indirect effects of retirement migration in western North Carolina and find
that every dollar spent by migrants in the local economy generated nearly another
dollar of total economic outputs through increased employment and spending by
labor force participants. They find the economic effects to be greatest in labor-
intensive sectors of the economy.

4.3 Current Literature

The internal migration flow in the U.S. is amongst one of highest in the world.
However, the rate has been declining in recent decades, with the decline becoming
more apparent at the end of the 1990s (Partridge et al. 2012). The decline in
interregional migration could suggest that the U.S. has entered an era that favors
‘new localism’ (Kotkin 2009) and increased rootedness (Cooke 2011). The post-
2000 period has seen a significant decline in domestic migration rates (Rupasingha
et al. 2015). Figure 4.1 uses the U.S. Census data on migration to demonstrate the
decline in the geographical mobility rates across counties and across states, respec-
tively, from 2000 to 2015.

As seen in Fig. 4.1, the migration rates across counties and states in the
U.S. follow a similar trend and have been steadily declining over time. The decline
is steeper between 2004 and 2008, after which the migration rates have remained
steady but low. Even though the direction of migration flows in the U.S. has
historically been from nonmetropolitan to metropolitan areas, in the recent decades,
the direction has reversed, with more people moving from metropolitan areas to
nonmetropolitan areas (Rupasingha et al. 2015). About 220,000 more people moved
to nonmetropolitan areas from metropolitan areas than the reverse between 1995 and
2000 (Rupasingha et al. 2015). Figures 4.2 and 4.3 below show the migration
inflows between metropolitan and non-metropolitan areas, and principal cities and
suburban areas, respectively.

Figure 4.2 demonstrates the migration inflows in metropolitan and
non-metropolitan areas from 2000 to 2014. Contrary to the literature, the figure
depicts a higher number of people migrating to metropolitan areas compared to
nonmetropolitan areas. One of the reasons could be that the definition of metropol-
itan areas changes over time. The new metro definitions often include what were fast
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growing adjacent nonmetropolitan areas, therefore, making it seem like the
remaining nonmetropolitan areas are losing population. To provide a better idea
about the distribution of population within the metropolitan areas, Fig. 4.3 separates
the migration inflows to metropolitan areas between the urban core and the suburban
areas from 2000 to 2014. The figure clearly depicts that more people are migrating to
the suburban areas than the urban core of the metropolitan areas. This shows that
suburbanization has positively influenced the movement of people to areas adjacent
to the urban core and allowed for the expansion of metropolitan areas. Additionally,
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the figure depicts an increasing trend of people moving away from central cities.
Similar to Fig. 4.1, both Figs. 4.2 and 4.3 also highlight the declining trend in
U.S. migration flows.

The debate on whether economic or non-economic characteristics have a greater
influence on the interregional migration trends in the U.S. is ongoing. Recent
research highlights three main theoretical frameworks that explore
U.S. interregional migration in the twentieth century, namely agglomeration/new
economic geography (Tabuchi and Thisse 2002; Glaeser and Resseger 2010), job
opportunities (Storper and Scott 2009; Scott 2010), and amenity migration (Graves
1979, 1980). Partridge (2010) explores the accuracy with which the three models can
predict the actual interregional migration trends over the last four to five decades.
The results show the actual growth patterns to be most consistent with amenity-led
migration as the initial factor behind growth, although agglomeration economies and
cumulative causation may have facilitated the population growth process once it
took hold in high-amenity areas.

In recent literature, there has been a significant increase in the number of studies
focusing on amenities and quality of life as important determinants of migration
(Glaeser et al. 2001; Partridge and Rickman 2003). U.S. households are increasingly
valuing weather’s contribution to their quality of life, especially since the latter half
of the twentieth century (Cragg and Kahn 1999; Costa and Kahn 2003). Rise in
income levels over a certain threshold has allowed people to consider amenities in
their location decisions, leading to increased valuation of nice weather as a con-
sumption amenity and consequently, increased weather-related movements
(Rappaport 2007). Therefore, areas with higher winter temperature are positively
correlated with population growth whereas areas with higher summer temperature
and humidity are negatively correlated with population growth (Rappaport 2007;
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Poston et al. 2009). Similarly, vicinity to the ocean as a proxy for coastal amenities
and USDA amenity index as a proxy for natural amenities have been extensively
used in migration studies (Faggian and Franklin 2014; Nelson 2009; Partridge et al.
2008, 2010, 2012). Partridge et al. (2008) uses county growth patterns from 1950 to
2000 to quantify the economic significance of amenity migration. Their work
indicates that amenity-led growth results in population growth in the peripheral
areas of the country, with typical nonmetropolitan areas gaining about 32% popu-
lation over the study period.

In contrast, Storper and Scott (2009) argue that job availability and not household
amenities determine U.S. regional dynamics. The authors reject the notion that
households sort based on their quality of life. Scott (2010) uses fractional-response
regression models to assess the differential impacts of local economic structure,
employment opportunities, and amenities on the destination choices of engineers
from 1994 to 1999. At least in the case of engineers of working age, the author finds
that local economic structure and job opportunities play the dominant role in
determining their locational choices. However, the results suggest that warmer
winters have some positive impact on the locational choices of engineers who are
retired or close to retirement, although the magnitude of the effect is significantly
smaller relative to that of job opportunities.

Studies have attempted to reconcile the disparity in views regarding the impor-
tance of economic and non-economic determinants of migration. Chen and
Rosenthal (2008) use panel of quality of life and business environment measures
from 1970 to 1990 to measure whether households move for amenities or job
opportunities. They find that firms prefer large and growing cities, and workers,
especially those with high human capital, migrate to cities with improving quality of
business environments. On the contrary, they find that areas with improving quality
of life and consumer amenities tend to differentially attract retirees, which is
consistent with the life course and migration literature (Plane and Heins 2003;
Etzo 2008).

Nonetheless, research suggests that the importance of economic and
non-economic factors might vary over time and across space. Sasser (2010) exam-
ines the role of labor market conditions, per capita income, and housing affordability
in determining domestic migration at the state level from 1977 to 2006. All three
measures, though significant, vary in importance and magnitude over time. Labor
market conditions and per capita incomes have had the greatest impact on state-level
migration, with housing affordability playing a secondary role. However, since the
late 1980s, the importance of housing affordability has increased considerably, while
the importance of the other two variables has decreased (Sasser 2010). This is
consistent with recent studies exploring the importance of employment and housing
affordability on migration across metropolitan areas (Bluestone 2006; Sum et al.
2007). Studies find that natural amenities are playing a smaller role in population
redistribution in the 2000s relative to the 1990s (Partridge et al. 2012; Rickman and
Rickman 2011). Additionally, economic factors are dominant in determining the
migration flows during recessions and energy shocks (Partridge and Rickman 2003).
In their work, Partridge and Rickman (2003) find that for energy producing regions
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and manufacturing-intensive Rustbelt states, economic factors are dominant
whereas, in the Sunbelt states, amenities are dominant.

Outside the U.S., however, the debate between economic and non-economic
determinants is not as prominent in the literature. Studies do not find amenities to
be a major factor in determining migration. For example, Ferguson et al. (2007) find
that in Canada, amenity migration is not dominant, although Polèse (2009) suggests
that this trend might be changing in parts of British Columbia and in communities of
Atlantic Canada. Similarly, Cheshire and Magrini (2006) find evidence that amenity
migration has not played a prominent role in influencing migration flows across
countries in Europe. They argue that language and cultural barriers play an important
role in limiting amenity-led migration in the region.

In the last decade, the number of studies analyzing the migration behavior of
high-skilled individuals such as graduates, scientists, engineers, and inventors has
increased dramatically (Faggian and McCann 2006, 2009a; Faggian et al. 2017;
Zucker and Darby 2007). The two main reasons motivating this surge include the
important role of high-skilled individuals for local economic growth (Glaeser and
Shapiro 2003; Simon and Nardinelli 2002; Whisler et al. 2008) and the availability
of micro-level data on highly educated individuals that has allowed researchers to
incorporate personal characteristics in their empirical analyses (Faggian et al. 2017).
Considering that greater proportions of high-skilled households are positively cor-
related with employment growth in cities (Glaeser and Shapiro 2003; Simon and
Nardinelli 2002), researchers are highly interested in studying the migration deci-
sions of high-skilled individuals (Faggian and McCann 2009b; Gottlieb and Joseph
2006; Scott 2010).

High-educated households tend to migrate to places with high quality business
environments (Chen and Rosenthal 2008). Highly skilled and educated individuals
earn an urban wage premium, which makes it beneficial for them to migrate to urban
areas (Bacolod et al. 2009). This is specifically pronounced for young and highly
educated individuals, and demonstrates their desire to gain higher returns on their
human capital investment through higher wages (Chen and Rosenthal 2008; Elvery
2010; Plane and Jurjevich 2009; Winters 2011a). Betz et al. (2016) examines the net
migration patterns of bachelor and post-graduate degree holders across
U.S. metropolitan areas. The results suggest that agglomeration is the predominant
driver of human capital migration after 2000. The authors find some evidence that in
the 1990s, the growth of 'smart' industries had a significant impact on attracting high-
educated workers. In contrast, Adamson et al. (2004) find that amenities play an
important role in attracting highly educated individuals to metropolitan areas in the
U.S. The study also finds that skill-based productivity factors are essential for
attracting high-skilled individuals, specifically to the larger metropolitan areas.

The existing stock of human capital in an area can also play an important role in
attracting and retaining a high-skilled workforce (Berry and Glaeser 2005; Waldorf
2009; Whisler et al. 2008). The knowledge and productivity spillovers from the
initial share of educated workers increases the productivity and wages of other
educated workers, thereby incentivizing them to migrate to areas with more highly
educated workers (Moretti 2004). Cities with higher initial shares of college-
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educated workers experience greater increases in the proportion of college-educated
workers residing there (Berry and Glaeser 2005). Even though the study is specific to
the human capital migration prior to 2000s, it provides important insights into the
divergence of human capital across cities. Likewise, Winters (2011b) examines the
relationship between human capital and population growth for nonmetropolitan
counties in the U.S. between 1995 and 2011. They find that in-migration of students
enrolled in higher education explains most of the relationship between human capital
and nonmetropolitan migration. This suggests that the stock of human capital only
increases net migration to nonmetropolitan areas that have access to higher educa-
tion institutions. Smart cities are becoming more educated over time in part because
they are able to retain recent graduates from local universities, who had originally
moved there to pursue higher education (Winters 2011a). Yet, Betz et al. (2016) find
that university graduates are avoiding metropolitan areas with high initial shares of
university graduates since 2000, probably due to more labor supply competition.
Rather, they appear to be most attracted to more populated metropolitan areas with
better opportunities for labor matching.

While increased access to detailed data on highly educated individuals has
contributed to improved studies on interregional migration behavior of high-skilled
individuals in several European countries and Australia, equivalent studies in the
U.S. have been limited due to restricted data availability (Faggian et al. 2017).
Nonetheless, access to some individual-level datasets such as the Scientists and
Engineers Statistical Data (SESTAT) system from the National Science Foundation,
with longitudinal data on education and employment of the college-educated science
and engineering workforce in the U.S., and the Integrated Postsecondary Education
Data System (IPEDS) from the National Center for Education Statistics, with data on
postsecondary institutions, have increased recent research on high-skilled migration
(Faggian et al. 2017).

The migration literature has often identified the presence of a rural-urban wage
disparity, with the wages in the urban areas being higher than in the rural areas, as an
important pull factor for individuals to move to urban areas from rural areas
(Muhlenkamp and Waldorf 2008). Research has found migration to be an effective
mechanism for redistributing population from rural to urban areas (Ambinakudige
and Parisi 2015). Nonetheless, there is concern over whether the prevalent urban-
rural wage disparity is contributing to brain drain in the rural areas by attracting
young and highly educated individuals from rural areas to higher paying jobs in the
urban areas. Muhlenkamp and Waldorf (2008) show that rurality of the place of
work has a strong and significant negative impact on an individual’s income,
especially among the young and highly educated workforce in Illinois, Indiana,
Ohio, and Iowa. Their results suggest that individuals working in rural areas earn
15% less than those who work in the most urban areas, ceteris paribus, which
encourages educated individuals to migrate to urban areas for higher wages.

Given that there are significant differences between the rural and urban areas,
rural to urban migration has played a prominent role in the U.S. migration literature.
However, since the early 1970s, the direction of migration has often been from urban to
rural areas (Rupasingha et al. 2015). Researchers have proposed several hypotheses to
explain why more people and firms are moving to nonmetropolitan areas. First,
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amenity-based migration could play an important role in influencing migration to high-
amenity nonmetropolitan areas (Gottlieb and Joseph 2006; McGranahan et al. 2010;
Rappaport 2007). Second, suburbanization allowed metropolitan areas to expand or
people to move to areas adjacent to metropolitan areas. Population growth in
nonmetropolitan areas may depend on the proximity to urban areas, which allows
for rural-to-urban commuting (Cromartie 1998; Partridge et al. 2008; Partridge et al.
2010a). Rupasingha et al. (2015) show that while natural amenities are a strong
predictor of internal migration flows in the U.S., the effect in nonmetropolitan counties
may be diminishing over time. The study also finds that migration responds to
agglomeration economies, even in nonmetropolitan counties, thereby suggesting that
nonmetropolitan areas require some threshold of agglomeration to attract and retain
migrants.

Sprawling urban areas have resulted in a large number of rural areas being closely
tied to suburban and urban areas within commuting distances. Even though com-
muting patterns within the U.S. have not been as extensively studied compared to
Europe, they have important implications for local economic growth (Findeis et al.
2009; Partridge et al. 2010a). Goetz et al. (2010) utilizes network science to analyze
commuting patterns and understand how they influence local economic growth. The
results suggest that counties receiving a greater mass of in-commuters experience
faster economic growth for their residents. On the contrary, counties experiencing a
greater mass of out-commuters are associated with significantly lower economic
growth. The results are consistent with similar studies conducted in other countries
such as UK (Green 2007), Germany (Patuelli et al. 2009) and Canada (Shearmur and
Motte 2009).

According to a report by the American Community Survey, commutes accounted
for less than 20% of all trips taken in 2009. With changing economic structure due to
the decentralization of jobs and residences from the central cities, shifts in commut-
ing flows could effectively reflect how the employment growth and locations are
changing over time and space (Lee et al. 2006). Present evidence indicates that
commuting flows have changed from primarily being within-central city to becom-
ing within-suburb (Baum-Snow 2010). Some studies show that changes in economic
structure, as well as declines in city transport cost due to construction of highways,
have allowed commuters and firms to spread out while maintaining similar levels of
productivity (Baum-Snow 2010). However, Fallah et al. (2012) find that more dense
U.S. metropolitan areas have higher levels of productivity, all else constant. Lee
et al. (2006) investigate the historical changes in economic structure, and the spatial
distribution of jobs and community patterns with respect to increasing suburbaniza-
tion in U.S. cities. The study shows a strong growth of suburban areas relative to
central cities, increased urbanization economies in suburban areas, and a significant
increase in total commuting flows, with increasing commuting trips ending in the
suburbs and declining trips ending in the central cities.
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4.4 Climate Change and Migration

Natural hazards such as droughts, floods, tornadoes, hurricanes, and other natural
hazards pose substantial costs to the society in terms of physical and economic
damage. According to the report by National Oceanic and Atmospheric Adminis-
tration, in 2011 the United States set a new record of weather-related disasters due
to an unprecedented number of tornadoes in the Southeast, heavy flooding in the
Ohio Valley, and record droughts and fires in Texas (Schultz and Elliott 2013). The
increase in frequency and scale of such hazardous events, along with growing
concern over the impacts of global climate change, has resulted in increased schol-
arly attention to the implications of natural hazards on demographic processes,
including migration (Elliott 2015; Pais and Elliot 2008; Groen and Polivka 2010;
Gutmann and Field 2010; Hugo 2011; Hunter 2005; Hunter and Nawrotzki 2016).
Most of the empirical research on climate-change migration has focused on housing,
labor, and agricultural markets.

The existing literature defines the research on natural hazards and migration using
two main dimensions. Some studies explain the relationship based on how migration
influences social vulnerability that affects individuals’ ability to prepare for or
recover from environmental hazards (Cutter et al. 2008; Emrich and Cutter 2011;
Johnson and Krishnamurthy 2010; McLeman 2009). Another dimension utilizes
information on how acute or chronic natural hazards influence migration patterns,
which include outmigration, as well as return migration to disaster areas after a
short- and long-term departure (McLeman and Smit 2006; Fussell et al. 2010;
Gutmann and Field 2010). Shumway et al. (2014) creates an environmental hazards
impact index to examine how migration varies among sets of counties that are
differently exposed to environmental hazards from 2000 to 2010. The study finds
that counties that experience the highest impacts lose income as a result of both net
outmigration and income loss through out-migrants having higher incomes than
in-migrants.

In order to understand how climate change effects human migration behavior in
the U.S., researchers use case studies approaches to analyze the impacts of recent and
historical natural calamities such as the Dust Bowl in the Great Plains, Hurricane
Katrina in New Orleans, and sea-level rise on Holland Island in the Cheasapeake
Bay. Severe drought in the U.S. Great Plains from 1931 to 1939 led to massive soil
erosion and drastic reductions in soil productivity causing tremendous dust storms to
drift across Colorado, Kansas, Oklahoma, and Texas (and even further North into the
Great Plains), which is popularly referred to as the Dust Bowl (McLeman et al.
2014). Studies (Gutmann et al. 2005; Gutmann and Field 2010; Hornbeck 2012)
utilizing population movements from the Dust Bowl to explore the association
between environment and migration find that severe loss in agricultural productivity
results in high rates of outmigration from areas with high levels of unemployment
and agricultural employment (Hunter and Nawrotzki 2016).

The impact of rising sea levels on migration is widely recognized as an important
consequence of climate change (Hauer et al. 2016). The Cheasapeake Bay in the
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U.S. has experienced significant relative sea-level rise, which triggered the aban-
donment of Holland Island in the 1900s (Gibbons and Nicholls 2006). Using a case
study approach, Gibbons and Nicholls (2006) explore the relationship between
sea-level rise and island abandonment. Their results suggest that while sea-level
rise was the underlying driver for abandonment, the socioeconomic consequences of
outmigration reduced the viability of the island’s community, eventually leading to
abandonment. The results from the study highlight the need for multifaceted
response to the threat of rising sea-levels (Barnett and Adger 2003).

A substantial body of migration research has emerged from the U.S. Gulf Coast’s
experience with Hurricane Katrina (Pais and Elliot 2008; Frey et al. 2007; Fussell
et al. 2010; Hori and Schafer 2010; Hunter and Nawrotzki 2016; Sastry 2009). These
studies discuss the short- and medium-term impacts of natural disasters on house-
hold mobility decisions. Some Louisiana parishes directly hit by the hurricane
experienced vast population changes (Hori and Schafer 2010), while other parishes
experienced population increases, due to both disaster-related displacement and
longer-term migration trends. Research on return migration show significant dispar-
ities by race and socioeconomic status. In the wake of the hurricane, New Orleans
has become more white, older, more educated, less poor, and has fewer renters (Frey
et al. 2007; Groen and Polvika 2010). Likewise, the hurricane disproportionately
impacted black and low-income residents of the city (Brunsma et al. 2007; Pais and
Elliot 2008; Fussell et al. 2010; Hartman and Squires 2006; Logan 2006). The racial
and ethnic implications are applicable to other natural hazard scenarios in the
U.S. Persistent racial and ethnic inequalities increase vulnerability and exposure of
minorities to local natural hazards, making them more susceptible to displacement
and permanent outmigration (Elliott et al. 2010; McLeman and Smit 2006).

While existing literature on the impacts of climate change on the U.S. economy
generally find significantly negative effects, they typically do not account for firm
and household migration decisions as the primary adaptive responses to climate
change. Research that does not consider adaptive responses such as migration and
adoption of innovative technology tend to overestimate the costs of climate change
(Kahn 2015). Given the high rates of internal mobility in the U.S. and the potential
for greater frequency of major climatic changes including hurricanes, storms,
droughts, flooding, and heat waves, the migration patterns of households and firms
can be expected to change as they relocate to areas with higher profits and utility.
However, results from the current migration models predict that households and
firms would move to locations that will experience the most severe effects of climate
change, which seems implausible if the climate forecasts are accurate (Partridge et al.
2017). Thus, more research is needed in understanding when climate change will
become a tipping point—e.g., we know that people will not keep flowing into South
Florida if it is underwater and we know that residents of South Florida will relocate.
It is these types of offsetting adaptive effects that need to be considered when
examining the costs of climate change to the no-climate change counterfactual.

The existing climate change migration literature is problematic because it is more
data mining rather than based on a theoretical model (especially the spatial equili-
brium approach is needed). It also relies on migration patterns and equilibrium
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behavior from the late twentieth and early twenty-first century that will unlikely be
applicable for future flows as climate change becomes more apparent. Its use of past
climate data omits key climatic factors that will likely affect future migration trends
(Feng et al. 2015; Kahn 2015; Partridge et al. 2017). The lack of a good theoretical
foundation could lead to misguided conclusions based on past trends that imply
increased preference of households and firms for hot weather and other future
adverse weather events (Kahn 2015). Specifically, since the mid-twentieth century,
Americans have been consistently moving to warm Sunbelt locations and coastal
areas that will experience the bulk of the adverse climatic events such as heat waves
and drought. This migration behavior will likely reverse itself and it is important to
determine when the new thresholds will be met.

Climate change also reflects a non-marginal change (which is why it is impor-
tant). But that means that future weather experiences will typically fall outside the
range of past experiences—potentially making predictions based on past data
extremely inaccurate. As discussed in the previous sections, researchers currently
rely on climate measures such as average daily-high January or July temperature,
number of precipitation days, or temperature variations, which, although work well
in explaining climatic migration responses since World War II, are incomplete
measures for analyzing the effects of potentially large and catastrophic changes
due to climate change on future migration trends (Feng et al. 2015; Partridge et al.
2017). Therefore, there is an urgent need to develop better measures of climatic
conditions associated with climate change and use these measures to better assess the
tipping points where the migration patterns will reverse. Some examples will be how
to categorize an area’s susceptibility to hurricanes or rising sea levels and measures
for catastrophic drought (e.g., in which water use restrictions in an area greatly
inhibit residents’ willingness to reside there).

An additional problem with the existing climate-change migration research is the
difficulty in identifying a clear counterfactual. Considering that households and
firms will relocate, the effects of climate change cannot be approximated by only
examining how productivity is affected by climate change in their current locations
(Partridge et al. 2017). A clear counterfactual will involve comparing the economic
activities in the current locations without climate change to the economic activities in
the future locations after households and firms have sorted as a result of climate
change. For example, in order to fully analyze the costs and benefits of the Dust
Bowl, one would need to compare the differences between the economic activities of
residents and firms in their current locations without the Dust Bowl and future
locations. Considering that many of the households and firms relocated to California
in response to the Dust Bowl, it is likely that the adaptive response led to higher well-
being, or in the case of global climate change, underestimated the benefits of
adaptive migration. Moreover, institutions and government policy at the federal,
state, and local levels could influence how climate change affects future migration
and costs to the households and firms, which are also absent in the current migration
models. For example, will zoning along the coast continue to be as friendly to
development, increasing the costs of climate change? Similarly, will there be a
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moral hazard in which the governments spends funds to protect those who move into
the most affected regions (e.g., building bigger and larger seawalls) that would
further increase the costs of climate change?

4.5 Conclusion and Future Research Challenges

The U.S. has particularly high rates of migration, which have been essential for a
flexible labor market (Obstfeld and Peri 1998), as well as advantages in innovation
and growth (Crescenzi et al. 2007). The high mobility rates have generated interest-
ing migration trends in the country, which are informative for understanding human
migration behavior. Even though the migration rate has declined in the recent
decades, the trends persist, making the U.S. an interesting case study for analyzing
regional migration trends.

This book chapter has offered an overview of the extant literature on the deter-
minants of interregional migration trends in the U.S. The contributions highlight the
migration trends that are specific to the country and include in-depth discussions
about the various factors that have shaped them over time. The aim of the book
chapter is to provide a comprehensive review that not only accounts for the previous
research, but also incorporates recent developments in migration literature. One of
the important contributions of the book chapter is its discussion on the linkages
between migration and climate change in the U.S.

Considering that migration trends within the U.S. continue to change over time, it
is reasonable to believe that the studies exploring the importance of economic and
non-economic determinants of migration will continue to expand. The challenge is
to better understand how the relative roles of economic and non-economic factors
influence migration trends and how it varies over time. Research findings depict a
slightly diminishing role of natural amenities on overall migration in recent decades
(Partridge et al. 2012; Rupasingha et al. 2015). Therefore, it is important to examine
the extent to which migration to nice weather can be expected to continue
(Rappaport 2007). Understanding this relationship is essential, given that climate
change and subsequent extreme weather conditions are increasing the vulnerability
of coastal areas. Therefore, moving forward, it will be challenging to predict how
technological change, climate change, or even capitalization of amenities into wages
and housing cost will affect future migration trends (Partridge 2010).

The migration rates in the U.S. have been low post 2000 (Sasser 2010). Studies
such as Doherty (2009) and Frey (2009) posit that the financial crisis of 2009 has led
to rapid declines in labor market conditions, per capita incomes, and housing
affordability, and a corresponding drop in migration flows due to fewer job oppor-
tunities and less financial means to migrate, even as migration flows actually have
been declining for decades and migration rates actually bottomed out since the Great
Recession. In contrast, Rupasingha et al. (2015) find no significant impact of the
housing crisis and Great Recession on overall gross migration flows. Since migration
has important implications on regional growth, future research should examine
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whether the migration rates will remain low in the long-term and how that might
affect regional growth differentials. Additionally, low mobility of individuals imply
that jobs need to be created in areas where people live, in which case, place-based
policies may be more effective for regional growth (Fletcher 2010).

Partridge et al. (2012) finds some evidence that geographical mobility is increas-
ingly tied to occupationally-based demand shocks rather than industry-based shocks,
indicating a major shift in the functioning of regional labor markets. Therefore, more
research exploring the potential relationship between occupational mobility and
dwindling internal migration is necessary to understand the implications on regional
labor markets (Partridge et al. 2012).

Understanding the linkages between climate change and migration is important to
recognize the drivers of household migration and predict how future changes in
climate could influence migration trends as individuals adapt to changing conditions.
A significant challenge to understanding this relationship involves integrating migra-
tion data with climate information at the regional, national, and sub-national levels
(McLeman 2013). Therefore, new methods and approaches are needed that allow
researchers to model migration trends influenced by climate change, predict relevant
outcomes, and participate in discussions of broader policy implications. Existing
research suggest that areas that are highly vulnerable to environmental hazards
experience loss of both population and income, which could significantly increase
their vulnerability and reduce their ability to adapt (Shumway et al. 2014). However,
research is this field is relatively new. Therefore, more in-depth analyses are required
to develop a better understanding of this relationship to inform policies designed to
help vulnerable communities adapt to the impacts of climate change.

As previously discussed, natural disasters generally act as an environmental push
from affected areas resulting in temporary and permanent outmigration of house-
holds (Gutmann and Field 2010; Hunter 2005). However, government and private
sources provide recovery capital to assist local recoveries in the U.S. (Schultz and
Elliott 2013). This influx of investment could generate economic opportunities that
pull workers to the damaged areas (Elliott 2015). Studies find that large numbers of
in-migrants enter hazard-damaged areas in search of employment during the recov-
ery efforts (Donato et al. 2007; Elliott et al. 2010; Fussell 2009; Gotham and
Greenberg 2014). The in-migration of workers raises important questions about
the timing and nature of their movement, heterogeneity in the types of workers
moving to these areas, impact on local skill, racial, and ethnic compositions, and its
implications on the areas’ adaptability to natural disasters, which are yet to be
answered.

The case studies approach of natural disasters has enabled researchers to gain
initial understanding of how climate change influences interregional migration in the
U.S. However, by focusing on specific events and areas, these studies tend to
overlook how climate change impacts overall geographical mobility (Gutmann and
Field 2010). Additionally, existing climate-change migration models do not account
for the adaptive responses of households and firms such as migration and adoption of
innovative technology and therefore, overestimate the costs of climate change on
the local economy (Kahn 2015). Technological development, government policy,
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and improving relative climate conditions in other parts of the country could
influence how climate change affects migration and the costs incurred by households
and firms (Feng et al. 2015). However, these factors are missing from the current
migration models, which limit the ability of researchers to assess the overall impacts
of climate change on future migration patterns. More research is needed to investi-
gate the roles of rural-urban divide and rising income inequality on the ability of
lower-income households to employ adaptive responses (Partridge et al. 2017).

Given the lack of good quality data at the global level, most of the analyses on
climate-related migration is currently conducted at the regional and sub-regional
level (Adamo and Izazola 2010; Gemenne 2011; McLeman 2013). The trend is
likely to continue, as acquiring reliable data on climate-related migration, especially
at larger scales, is a challenging undertaking. Moreover, it is extremely difficult to
track displaced populations after disasters due to lack of available data, technical
difficulties of collecting data in the wake of a disaster, unlimited destination options
for the displaced, and the high cost associated with tracking (Hori and Schafer 2010).
Surveys such as the 2006 Louisiana Health and Population Survey and Displaced
New Orleans Residents Pilot Study have been conducted for hazard-damaged areas,
allowing researchers to analyze the relationship between environmental hazard and
demographic change. However, these datasets have limited information on most
housing and economic outcomes which restrict any in-depth analyses of the disasters
(Hori and Schafer 2010).

At the national level, the U.S. has a few micro-level data sources with migration
data. The American Community Survey (ACS) and Current Population Survey
(CPS) are annual sample datasets, which include information on migrants’ geo-
graphical locations, education, and economic and demographic characteristics at the
individual-level and can be used to analyze the migration trends (Faggian et al.
2017). However, the annual estimates in the ACS are only available for areas with
population higher than 65,000, with only 3- to 5-year estimates that include data at
smaller geographical levels. Likewise, the CPS is a small dataset with estimates that
are only reliable at the state level (Faggian et al. 2017). Additionally, the National
Longitudinal Survey of Youth (NLSY) by the U.S. Bureau of Labor Statistics is a
longitudinal dataset which covers the period 1979–1996. However, the dataset
includes a sample of only 6000 individuals, which raises questions about the
representativeness of the sample for the entire U.S. (Faggian and Franklin 2014).

While in Europe (and recently Australia), studies have focused on interregional
migration of highly educated individuals, equivalent literature in the U.S. has been
rather limited due to restricted data availability (Faggian et al. 2017). The census and
longitudinal micro-data available in the country are not specific to high-skilled
migrants. Owing to the complexity of the U.S. educational system and lack of
coordination among the states for data collection, micro-data on individual students
and graduates comparable to those used by Faggian et al. (2007), Faggian and
McCann (2009a, b), and Venhorst (2012, 2013) for European countries and
Corcoran et al. (2010) for Australia are not available for the entire U.S. (Faggian
and Franklin 2014). Betz et al. (2016) do use ACS data in their assessment of
university graduates. Nonetheless, with increasing access to micro-level data,
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recently there has been an increase in the study of high-skilled migration in the
country. The Scientists and Engineers Statistical Data (SESTAT) from the National
Science Foundation provide information on labor market outcomes for college
graduates, however, the sample is relatively small and restricted to individuals
within the science and engineering sector (Faggian et al. 2017). Similarly, the
Integrated Postsecondary Education Data System (IPEDS) includes data on post-
secondary institutions, but does not support consecutive-year analysis of migration
(Dotzel 2017). Moreover, both the datasets are only available at the state level and
cannot be used to conduct analysis at a smaller geographical level such as counties,
metropolitan areas, or local labor markets (Faggian et al. 2017).
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Chapter 5
State of the Art and Future Challenges
of Interregional Migration Empirical
Research in Europe

Margherita Gerolimetto and Stefano Magrini

Abstract In this chapter, we review the long-standing debate on the main determi-
nants of interregional migration in light of the most recent advancements in Europe.
Given the vast amount of empirical studies on inter-regional migration in this
continent, we will concentrate on some topics that appear to characterise the
European context. Starting from some stylized facts regarding mobility posing
particular attention to the European Union agenda and its enlargement to the New
Member States in Eastern and Central Europe, we will then discuss the extent to
which the change in commuting patterns can represent an alternative form of spatial
labour market adjustment given the high density of urbanization characterizing
Europe. Finally, we focus on forced migration, that has afflicted (and still afflicts)
the area in the last few years and is still among the main concerns facing the
European Union because of its many related issues.

Keywords EU enlargement · Commuting · Forced migration

5.1 Introduction

According to early migration theories (Hicks 1932; Sjaastad 1962; Greenwood
1997), migrants’ decision to move is based on the expectation of reaching a higher
level of utility once settled in their destination; in addition, since utility typically
arises from consumption, differences in wages or other forms of incomes across
territories are seen as key factors of geographical mobility. Along these lines,
interregional migration follows what is often called the “disequilibrium model”
(Greenwood 1975, 1985): initial disparities in wages and employment stimulate
people to move so that equilibrium over space is finally restored.

An alternative view, the “equilibrium approach” to migration, stems from the work
of Graves (1976, 1980, 1983), who calls into question the role of migration as a
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re-equilibrating mechanism. Urban and natural amenities, together with other aspects
linked to the quality of life, can play a role in attracting people in a particular place
(Florida 2002; Partridge 2010; Rodríguez-Pose and Ketterer 2012). According to this
model, differences in wages partially counter-balance spatial variations in non-tradable
non-economic factors that shape the location specific availability of amenities.

When comparing Europe and USAmigration patterns, two main differences seem
to emerge. Firstly, differently from USA where the level of mobility has always been
rather high, in Europe the level of mobility is smaller (among the others, Decressin
and Fatas 1995; Bentivogli and Pagano 1999; Puga 2002; Fidrmuc 2004) for a
complex variety of reasons. Probably, the most important reason for Europeans
being “geographically sticky people” (Cheshire and Magrini 2006) are the profound
differences in culture, language and institutions that exist across European nations
and regions. For an individual, long distance geographical mobility means a complete
change of social environment: it very often involves a loss of established social
networks of family and friends and the need to start again within a new social
environment, with a different social security, health and school system, often com-
bined with the need to learn a new language. These difficulties become even greater
when the move involves the challenge to find a new job in an often profoundly
different labour market. Moreover, because of transactions costs and housing poli-
cies,1 movements in Europe involve a much higher costs, compared to the USA.

Secondly, there appears to be a fundamental difference between the two sides
of the Atlantic with respect to the model that provides an explanation to migration
flows. On the one hand, recent USA evidence documents the considerable role
played by non-economic factors in shaping migration patterns in line with the
prediction stemming from the “equilibrium approach” (Partridge and Rickman
2003, 2006). In Europe, in contrast, the “disequilibrium model” appears to be a
more adequate theoretical explanation. Indeed, European migration flows are pri-
marily stimulated, albeit slowly, by differences in economic opportunities across
space; natural amenities, such as climate, play a much lower role in Europe than in
the USA (Cheshire and Magrini 2006).

Empirical studies based on European data have documented in various ways the
disequilibrium model that appears to be plausible for Europe. Just to mention a few,
Bentivogli and Pagano (1999), using annual NUTS12 data of 11 European countries
over the period 1981–1994, report that migration responds to changes in income
disparities, but not to changes in (relative) unemployment rates. Faini et al. (1997)
explain a decrease in the interregional migration rates within Italy in terms of the
growing financial burden brought in by a change in residence. Decressin and Fatas
(1995) show that the adjustment to an economic shock in Europe takes substantially
more time than in USA. Fidrmuc (2004) and Huber (2004) focus on previously
centrally planned economies and find that migrations do not help reducing the level

1Social housing is a much larger fraction of the stock in most European countries and place-specific
and rent controlled housing ties people to their existing locations (Cheshire and Magrini 2006).
2NUTS1 are the major socio-economic regions, according to the Eurostat classification of territorial
units for statistics.
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of regional disparities that exists within them. Stark et al. (2009) analyse Poland
during the period 1999–2005 and show that the decision to migrate was driven by
an increase in relative poverty. More recently, Rodríguez-Pose et al. (2015) use
net-migration data for 133 regions belonging to 12 European countries over the
period 1990–2006 and show that local amenities, such as average temperature and
recreation and tourism services, do appear to affect migration but only once eco-
nomic factors and human capital related factors have been fully allowed for.

To sum up, the deep heterogeneity that exists both between and within European
countries, compared to the USA, in terms of cultural, historical and linguistic charac-
teristics represents a substantial migration barrier; consequently, it affects the rele-
vance attributed to economic vs. non-economic factors in the decision to migrate
(Biagi et al. 2011). In other words, the actual pattern of migration flows across Europe
does not seem to conform to the predictions stemming from the equilibrium model as
movements are very limited and amenities do not really play a role or, if they do, it is
just to a very local extent (Cheshire andMagrini 2006) and only after economic related
factors have been fully taken into account (Rodríguez-Pose and Ketterer 2012).

In light of the limited aptitude to move revealed by Europeans, a freer movement
of people and goods across the member states has always been considered a key
aspect of the process of building an effective European Union and, more recently, of a
sustainable monetary union. The recent extraordinary flow of external migrants has
further contributed to focus attention on this issue. As an example of this attention, the
Europe 2020 growth strategy emphasises the efficient allocation of labour within EU
as a key driver for future growth in light of the increasing challenges of globalization
and rapid technological change (European Commission 2010a). Specifically, intra-
EU mobility is seen as necessary to “modernise labour markets and empower people
by developing their skills throughout the lifecycle with a view to increase labour
market participation and better match labour supply and demand” (European Com-
mission 2010b, p. 10). In the same vein, the 2012 Employment Package stresses that
geographical labour mobility enhances “the (re)allocation of resources by acting as an
adjustment mechanism for distorted labour markets whilst also enabling economies
to better cope with sudden shocks”. Among other things, this attention to mobility in
Europe has led to the devolution of resources, both within the Seventh Framework
Programme for Research (FP7) and the following Horizon 2020, aiming at studying
this phenomenon and identifying policy instruments capable of favouring the
achievement of the above mentioned objectives.

It is interesting to observe that the results of the empirical studies reported before,
refer essentially to single nations or groups of nations that are relatively homoge-
nous. There is a lack of studies on migration in a pan-European perspective,
i.e. focusing on all state Members and not only on the states who started the process
to build the European Union, ignoring the New Member States.3

3An interesting first step towards understanding respective contemporaneous migration patterns is
the paper by Sardadvar and Rocha-Akis (2016) who study the determinants of interregional
net-migration flows in the enlarged European Union.
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Given the vast amount of existing literature, in this chapter we do not intend to
provide an exhaustive account of the studies on inter-regional migration in Europe.
Instead, we will focus on some aspects that we consider of particular interest as they
appear to be important and peculiar of the European context, compared to others and
particularly to the USA. We will start, in the second section, by reporting some
empirical results about mobility in Europe, with particular attention to the conse-
quences and implications of the enlargement of the European Union to the New
Member States in Eastern and Central Europe. Then, in the third section, we will
discuss the change of commuting patterns as a form of spatial adjustment alternative
to migrations. Indeed, a branch of the literature has indeed shown that the more
densely crowded are sets of local labour markets and the more they are open to cross
commuting, the more important are changes of those flows as a source of adjustment.
Finally, in the fourth section we will get into the issue of forced migration, a
phenomenon that has afflicted Europe especially since the 2010s and is still a severe
emergency from both the migrants and refugees and the resident population
perspectives.

5.2 Mobility in Europe: Consequences and Implications
of the Enlargement of the European Union
to the New State Members

Mobility is in the agenda of European Union (EU) from its foundation. Since the
treaty of Rome in 1957, the principle of free movement within European Union
(EU) has been a founding postulate of European integration. The Maastricht Treaty
of 1992, establishing the concept of European citizenship, further consolidated the
aim of pursuing a complete and effective freedom of movement within the European
territory and this was subsequently enhanced by the Amsterdam Treaty of 1997, with
the incorporation of the Schengen agreements into the EU law.4

A further stimulus to the inclusion of mobility among the crucial items of the EU
agenda comes after the introduction of the euro—first as ‘book money’ in 1999 and
later as physical notes and coins in 2002—that is one of the European Union’s

4Here follows the description of the acronyms of the groups of State Members of the European
Union:

EU-12 (1 November 1993–31 December 1994): Belgium (BE), Denmark (DK), France (FR),
Germany (DE), Greece (EL), Ireland (IE), Italy (IT), Luxembourg (LU), Netherlands (NL),
Portugal (PT), Spain (ES) and United Kingdom (UK)

EU-15 (1 January 1995–30 April 2004): EU-12 + Austria (AT), Finland (FI) and Sweden (SE)
EU-25 (1 May 2004–31 December 2006): EU-15 + Cyprus (CY), Czech Republic (CZ), Estonia

(EE), Hungary (HU), Latvia (LV), Lithuania (LT), Malta (MT), Poland (PL), Slovakia (SK) and
Slovenia (SI)

EU-27 (1 January 2007–30 June 2013): EU-25 + Bulgaria (BG) and Romania (RO)
EU-28 (from 1 July 2013): EU-27 + Croatia (HR).
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crowning achievements. The decision to form an Economic and Monetary Union
was taken by the European Council in the Dutch city of Maastricht in December
1991, and was later enshrined in the Treaty on European Union (the Maastricht
Treaty). Economic and Monetary Union takes the EU one step further in its process
of economic integration, which started in 1957 when it was founded. Economic
integration brings the benefits of greater size, internal efficiency and robustness to
the EU economy as a whole and to the economies of the individual Member States.
On the other hand, within a common monetary area, the exchange rate is not
available as a policy instrument and labour mobility is considered one of the most
relevant adjustment mechanisms. Also, after the economic crisis that started in 2008
and the consequent rise in unemployment, European policy makers have maintained
their focus on increasing geographical labour mobility as an essential tool for
addressing the strong and increasing demand of skilled labour and for reducing
discrepancies between supply and demand in European labour markets.

As a matter of fact, migration within and between EU Member States was (and
still is) rather low. The Eurofound (2014) report documented that in 2010, the annual
cross-border migration rate for the European working age population (15–64 years)
was just 0.3% of the EU population; if we consider interregional migration, this
percentage rises to 1% only. By comparison, the migration rate across the four main
regions of the USA is 1.2%, while the rate across USA states is 2.4%. Table 5.1
reports data on migration flows within Europe in 2015, in which the movements are
classified by country of citizenship of the migrant or previous country of residence.
Given the limited inclination expressed by Europeans to move to another country, as
evidenced in this table, or even to move to another region within their own country, it
does not surprise that the European Commission stresses the benefits of interregional
migration in its Europe 2020 strategy.

Mobility is both an opportunity and a challenge for European regions and
Member States. The benefits the economy and the functioning of EU labour markets
would have from a higher level of geographic mobility are evident by simply
looking, as said above, at the differences in unemployment levels within different
EU countries, showing, at the same time, shortages of skilled labour in some areas
and excesses in others. However, there are risks as well. For both receiving and
sending regions, social cohesion and economic performance can be threatened by
higher level of mobility. On the one hand, the receiving region is in charge of the
integration of new workers and their families; on the other hand, the sending region
often loses the most valuable labour resources (brain drain versus brain gain). In our
view, benefits from an integrated single labour market will be fully perceived by
Europe only by trying to find solutions to these trade-offs.

Since 2004, after the accession of the New Member States (NMS) to the EU,
European law guarantees free movements of capital, goods, services and people from
Central and Eastern Europe. These enlargements were unprecedented as they took place
under exceptional conditions: income differentials between the Central and Eastern
European (CEEC) countries and EU-15 were large, unemployment rate differentials
were also high, migration from these countries was restricted and a process of transition
from socialist to market economies was ongoing. Potentially, there were strong eco-
nomic incentives in the CEEC states to migrate to the EU-15 states.
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However, given the very wide differences in, for example, wages, most of EU-15
states feared the potentially negative impacts on their labour markets and welfare
systems brought in by a massive workers inflow from the NMS. Consequently, with
the exception of the United Kingdom, Ireland and Sweden, in 2004 the EU states
resorted to the so-called transitional measures that restricted—to varying degrees—
the right to work in EU-15 countries for NMS citizens over a period of up to 7 years.

Alongside these measures, there has been a fairly controversial and heated debate
in Europe in the last few years on the effects of the enlargement on the degree of
workers’ mobility from the New Member States and several studies have attempted
not only to evaluate the actual size of migration flows stimulated by the enlargement,
but their likely impact on sending and receiving countries as well.

According to the EU Commission’s Report (2006), the overall increase in
immigration after 2004 was rather limited and was attributable mainly to flows
directed to Austria, Ireland and United Kingdom. In addition, the report stresses
the lack of conclusive evidence of a direct link between the scale of migration and
the transitional arrangements. Zaiceva and Zimmermann (2008) analyse migration
intentions before and after the 2004 enlargement using different waves of
Eurobarometer data and find no actual differences in the determinants of migration
intentions between EU-15 and New Members States. In particular, in line with
human capital theory, they find that potential migrants from both NMS and EU-15
continue to be young and better educated.

More recent studies found somewhat different results. Fic et al. (2011) provide an
assessment of the macro-economic impact on both host and home countries of the
increased labour mobility that has resulted from the two recent EU enlargements.
More specifically, they evaluate the macro-economic impact of the total population
flows from the EU-85 and EU-26 to the EU-15 economies between 2004 and 2009,
they also try to estimate which share of these flows can be directly attributed to the
enlargement process itself and which share is instead likely to have occurred even in
the absence of the EU expansion. The estimates suggest that, since the 2004
enlargement, about 1.8% of the population of EU-8 has moved to the EU-15, raising
the host country population by 0.4%. Of this flow, approximately 75% can be
attributed to the enlargement process itself, while the remaining 25% of the popu-
lation shifts are likely to have occurred even in the absence of enlargement. In
addition, since 2007, about 4.1% of the EU-2 population has moved to the EU-15,
raising the host country population by a further 0.3%. Of these flows, just over 50%
can be directly attributed to the enlargement process itself.7 In other terms, according
to the results by Fic et al. (2011), the EU enlargement has resulted in a substantial

5EU-8: Czech Republic (CZ), Estonia (EE), Hungary (HU), Latvia (LV), Lithuania (LT), Poland
(PL), Slovakia (SK), Slovenia (SI).
6EU-2: Romania (RO) and Bulgaria (BG).
7These flows, that are not homogeneously distributed across Europe, insist on a context where there
are profound cultural differences and the system is not ready to accommodate them so their weight
is more relevant than what the figure itself would suggest.
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increase in labour mobility. More than 99% of migration flows between newer and
older member states have been East-West migration flows from EU-8 and EU-2 to
EU-15 countries. Although many EU-15 members have applied transitional restric-
tions on access to their labour markets by EU-8 and EU-2 migrants, the stock of
EU-8 and EU-2 nationals residing in EU-15 countries tripled over the period
2003–2009, increasing from about 1.6 million in 2003 to about 4.8 million in
2009. On the other hand, the share of West-East migration has remained marginal,
much below 1%, and has not shown any trend over time.8

The difference in the results portrayed in these more recent studies and, specif-
ically, the fact that the enlargement appears to have been much more effective in
stimulating migration flows, should not come as a complete surprise: with the
exceptions of UK, Ireland and Sweden, the majority of the EU-15 members did
not effectively open their labour markets until more recent years as an effect of the
long transitional agreements (up to 7 years) adopted. This is illustrated in Leschke
and Galgóczi (2015). The authors thoroughly analyse the complexity of the interre-
lation between the transitional agreements put into place and the push and pull
factors behind international migration flows between old and new state members.
Within this analysis, flows from the largest EU-8 country, Poland, to UK and Ireland
exemplify the modification to historical migration patterns brought in by the differ-
ential system of movement controls emerging from transitional agreements. Among
EU-15 countries, UK and Ireland were in fact among the very few that opened up
their labour markets immediately after enlargement; in contrast, Germany that used
to be major destination country for labour migration from Poland during the
1999–2003 period, adopted a restrictive transitional measures. At the same time,
the very favourable conditions in terms of labour market demand existing in UK and
Ireland constituted a quite strong pull factor. As a result of the complex interaction
between different inclinations to accommodate migrations and push and pull factors,
after the enlargement the UK became the principal destination country for Polish
migrants (Fihel and Okolski 2009).

5.3 Alternative Forms of Spatial Labour Market
Adjustment: Commuting

As it has already been pointed out, interregional migration in the EU appears to be
rather restricted. However, given the specific conditions that characterize the conti-
nent, alternative forms of spatial labour market adjustment have gained importance:
change in commuting patterns, that can also include cross-border commuting, and
“circular” migration.

8To our knowledge, there is no research evidence on the impact of these flows (EU-8 and EU-2 to
EU-15) on the existing intra EU-15 flows.
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During the late 1970s and 1980s, the literature on the functioning of local labour
markets has considered the possibility that commuting pattern adjust to even out
differences in labour market opportunities between neighbourhoods belonging to the
same metropolitan area. Central to this idea was the difference between what
Cheshire (1979) called discontinuous and continuous mobility: while the former
requires a change in both place of work and residence, the later simply implies a
change in work place. Several empirical studies thus demonstrated that local labour
markets which are integrated into wider urban regions tend to interact with each
other primarily through adjustment of commuting patterns (Cheshire 1979; Burridge
and Gordon 1981; Evans and Richardson 1981; Gordon and Lamont 1982; Gordon
1985; and, more recently, Morrison 2005). Indeed, this thread of research has shown
that the more densely crowded are sets of local labour markets and the more they are
open to cross commuting, the more important are changes in commuting flows as a
source of adjustment.

The question is then the extent to which, in highly urbanized regions, changes in
commuting patterns may similarly adjust to changes in the spatial distribution of
opportunities across different urban regions. Some portions of Europe are in fact
characterized by a very elevated density of urbanization: in areas such as the Ruhr
region of Germany, much of the Benelux, the M4 corridor in England, the Padana
plain in Italy, there are swathes of densely urbanized territory where urban regions
are not just tightly clustered, but the boundaries of their commuting hinterlands
touch and, at the commuter shed, still there is substantial cross-border commuting. In
such conditions, it is indeed possible that changes in commuting patterns might
act as a spatial adjustment mechanism alternative to migrations: if the degree of
economic attractiveness of one urban region increases relative to its neighbours, it
will attract additional commuters. Since changes in commuting patterns are cheap—
particularly if there are good transport links—such adjustments between adjacent
urban regions should be expected to respond to small changes in the spatial distri-
bution of opportunities. As time passes, the effects of the initial localised shock are
therefore transmitted to areas further apart mainly by ‘chain interdependence’ of
local labour markets.

The necessary condition for the ‘chain interdependence’ of local labour markets
to occur is a sufficiently high connectivity via commuting patterns and this appears
to be certainly fulfilled in Europe. Also thanks to the substantial reduction of
transport costs and time, the continent is characterised by a high percentage of
commuting flows that cross regional borders. The OECD (2005) reports that in
countries like Austria, France, the Netherlands, UK, Italy and Germany the share of
employed workers crossing NUTS1 borders to get from their place of residence
to their place of work ranges between 9% and 16%; in addition, according to Bonin
et al. (2008), the average commuting rate across EU-15 NUTS2 regions was 7.3%
in 2006.

A number of papers have then studied the interrelations that exist between
European urban regions arising from the existence of intense cross-region commut-
ing. Eliasson et al. (2003) analyze how individual labour market status and spatial
variations in employment opportunities influence interregional job search behaviour
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and mobility decisions in Sweden. Not surprisingly, results show that the larger the
number of job positions that open in surrounding regions, the higher the propensity
of workers to commute. Cheshire and Magrini (2000, 2006) and, more directly,
Cheshire et al. (2004) conclude that commuting between urban regions behaves
exactly as would be predicted by the inter-regional migration literature: commuting
flows appear in fact to respond both to push factors and pull factors as well as,
negatively, to the extent of commuting time. Similarly, Marvakov and Mathä (2007)
find that regional commuting flows in the EU-15 respond to differentials in both
wage and unemployment and provide an equilibrating mechanism to labour market
disequilibria. In particular, their results suggest that educational attainment, labour
force participation of women and the size of the service sector affect positively
commuting behaviour, while distance exerts a negative role.

The paper by Overman and Puga (2002) not only reports that regions have
unemployment outcomes that are more homogenous to those of their neighbours
compared to the outcomes of other, more distant, regions in the same country, but it
also shows that the neighbourhood effect does not stop at national borders. The latter
result is of particular interest as it provides the opportunity to introduce an issue,
cross-border commuting, that has recently gained some importance in the literature.
Mathä and Wintr (2009) analyse the determinants of commuting for a set of
bordering regions belonging to four EU countries—Belgium, France, Germany
and Luxembourg—and find that commuting flows respond to wage and unemploy-
ment differences between regions in the expected way; moreover distance, as well as
language differences, appear to impede cross-border commuting. Nerb et al. (2009)
analyse the issue of cross-border commuting in relation to the enlargement process.
In particular, the authors characterise the trends emerging in EU-27 both from a
quantitative point of view (e.g., the number of commuting workers, the shifts in
mobility flows) and a qualitative one (e.g., the relative importance of the involved
sectors, the changes that have derived, the analysis of the motivations and expecta-
tions). According to this analysis, the main countries of destination are Switzerland,
Luxembourg, Germany, the Netherlands, Austria and Belgium which, combined
together, receive about 75% of all EU-commuters. The main countries of origin are
France, Germany and Belgium, providing about 60% of all out-commuters in the
EU.9 A further interesting aspect that arises from this study is the profound differ-
ence between EU-15 and EU-12 with respect to the level of qualification of cross-
border commuters and type of job: on the one hand, high skilled cross-border
commuters originate mainly from EU-15 and are mainly employed on a permanent
basis in economic core areas; on the other hand, flows of low skilled workers
originate predominantly from EU-12 countries, and mostly in connection with
temporary jobs in peripheral business areas. Finally, in most cross-border regions,
in-commuters are mainly conceived as complementary working resources to the

9To better understand the meaning of such percentages, consider that Switzerland, Luxembourg,
Germany, the Netherlands, Austria and Belgium represent about 25% of the E-27 (plus Switzer-
land) population, whereas France, Germany and Belgium represent about 31%.
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local labour force, building on the idea that they predominantly occupy secondary
activities of little interest to domestic workers. Switzerland is an exception since
generally in-commuters occupy well remunerated, attractive job positions, e.g.,
high-skilled Germans in the branch “health and social work” (Müller-Jentsch 2008).

Increasingly, migration analysts in Europe are becoming aware of the existence of
a further form of cross-country mobility, namely “circular migration”, which can be
seen as a sort of intermediate category of mobility between migration and commut-
ing. More precisely, circular migration is a repeated migration experience between
an origin and a destination, involving more than one migration and return; it is
usually differentiated from “return migration” which entails one single emigration
and return after an extended absence. Empirical analysis of intra-EU movements in
fact shows that the traditional concept of migration, where individuals leave their
country permanently has become far less relevant while an increasing number of
people go abroad (particularly, from Central European Region to Western Europe)
for short periods of time to find temporary and seasonal employment (Mau and
Büttner 2010).

Finally, two relevant implications that arise from these results are worth men-
tioning. First, given the importance of cross-regional commuting in densely urban-
ized regions of Europe, analysts and policy makers should become aware of the fact
that differences in the mean values of indicators such as unemployment rates or
income per capita should be interpreted with caution: for such indicators to provide a
reasonable measure of welfare, one should relate them to individuals of constant
characteristics. A further relevant consequence of these results stems from the fact
that migration and change in commuting patterns have quite different impacts on
regional (night) population and, hence, different implications for regional policy and
planning. For example, a significant decrease in local labour demand may induce
mobility to other regions. The effects of this mobility on, say, the region’s tax base
and housing market will depend on the individual’s choice between migration and
commuting. Take the case of a negative shock to the local labour demand, if there is
relevant out-migration, this shock determines a reduction in the housing demand
(with consequent downward pressure of rents) and a reduction of the tax base. Both
these effects can be, however, limited in case workers, instead of migrating, decide
to maintain the existing residence and commute to a nearby region.

5.4 New Challenges of the European Union: Forced
Migration and Its Impact

According to the International Association for the Study of Forced Migration
(IASFM), forced migration is defined as the “flow of people who are forced to flee
their homes for one or more of the following reasons and where the state authorities
are unable or unwilling to protect them: armed conflict including civil war,
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generalized violence and persecution on the grounds of nationality, race, religion,
political opinion or social group”.10

Clearly, at the moment of their first entrance in the continent, the reason why
these people move is essentially to escape from a condition of oppression. It is only
afterwards that their movements in the continent may be guided by drivers that
resemble those of the other forms of migration, i.e., changes of residence in search of
better economic conditions.

After 2015, the migrant crisis has become particularly severe in Europe because
of the increase of the number of people who make the journey to the European Union
to seek asylum or better economic prospects, travelling across the Mediterranean Sea
or through Southeast Europe. Data from the United Nations High Commissioner for
Refugees reveal that these people mostly come from Western and South Asia,
Africa, Western Balkans. More in details, over one million of Mediterranean Sea
arrivals between January 2015 and March 2016, the top three nationalities were
Syrian (46.7%), Afghan (20.9%) and Iraqi (9.4%); of the refugees and migrants
arriving in Europe by sea in 2015, 58% were men, 17% women and 25% children.
The number of deaths at sea rose to record levels in April 2015, when five boats
carrying almost 2000 migrants to Europe sank in the Mediterranean Sea, with a
combined death toll estimated at more than 1200 people.

According to the latest Eurobarometer survey data (Eurobarometer 2015), immi-
gration is now top of the most important concerns facing the EU, with 38% of
respondents citing this response up from 24% in the previous year. One of the
themes by which the European immigration policy debate is fuelled, is the rise of the
levels of anti-foreign sentiment connected to the population growth in the European
Union due to immigration. Often, this form of hostility derives from the widespread
idea that immigrants take jobs away from natives (Bauer et al. 2000).

Some literature has directly investigated the issue of whether immigrants do take
jobs away from natives in Europe. Angrist and Kugler (2003) study, in particular, the
institutional aspects of the immigration issue in Western Europe. They move from
the position that persistently high unemployment in Europe is due to institutions that
increase turn-over and employment costs (OECD 1994); consequently, they try to
figure out whether institutional characteristics, such as employment protection, high
replacement rates, rigid wages and high business entry costs, affect the employment
consequences of immigration on the work force. The main findings are that in case
natives and immigrants are somewhat substitutable in production, immigration may
reduce native employment. Although not entirely clear cut, the empirical results
seem to be consistent with the view that the lower is the degree of flexibility in the
labour market, the more painful could be the immigrant absorption, at least from the
perspective of native employment.

10To be precise, according to the IASFM definition, forced migration also includes “people
displaced by natural or environmental disasters, chemical or nuclear disasters, famine, or develop-
ment projects”.
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Another interesting contribute is in the paper by Carrasco et al. (2008) who tried
to evaluate the labour market effects of immigrants in Spain. By using alternative
data sets, the authors estimate the impact of both legal and total immigration flows on
the employment rates and wages of native workers. Using different samples and
estimation procedures, they did not find any significant negative effect of immigra-
tion on either the employment rates or wages of native workers. According to the
authors, two main conclusions can be drawn from the literature on the effects of
immigration on the host country. First, it is very difficult to prove that an increase in
the supply due to immigration should reduce the wages of native workers in flexible
labour markets or reduce their employment rates in rigid ones. Moreover, empirical
results seem to be time- and country-dependent, with a variety of studies finding
different estimates of the labour market impact of immigration depending on the
episode under consideration.

D’Amuri et al. (2010) contribute to the literature by analyzing the impact of
immigration in Western Germany within a labour market equilibrium framework
that fully accounts for the interactions between production factors. Within Europe,
Germany hosts the largest number of immigrants; in actual facts, more than 10% of
the total German labour force since the late 1990s is represented by workers with a
foreign origin. The socio-economic worries due to the rise of immigration led the
German government to introduce selective immigration measures and stimulated a
heat debate. To study the interactions between immigration, employment and wages,
the approach adopted by D’Amuri et al. (2010) is based on Borjas’s (2003) structural
labour market equilibrium. By modelling the aggregate production function through
a multi-level constant elasticity of substitution (CES), they aim at obtaining a
complete picture of the adjustment process that takes place in the labour market in
response to immigration under the assumption that migrants and natives are imper-
fect substitutes because of different observable characteristics. In this way, compe-
tition and complementary effects of immigrants on natives can be detected.
Differently from similar analyses such as those by Ottaviano and Peri (2008) for
the USA and Manacorda et al. (2006) for the UK, a relevant feature introduced by
D’Amuri et al. (2010) is the distinction between new and old immigrants; in
addition, they focus on the effects of immigration on wages as well as employment
levels.11 The reason for this is that, unlike the labour markets in the USA and in the
UK that can be reasonably considered as fully flexible with wages adjusting to their
market clearing level, in Germany, where labour market institutions are character-
ized by generous unemployment benefits and other sources of wage rigidities, the
employment effect of immigration are stronger. On the basis of this framework,
D’Amuri et al find that the inflow of immigrant workers that took place in the 1990s
had no adverse effects on native wages and employment levels; in contrast, adverse
employment and wage effects were felt by workers that entered the country during
previous waves of immigration.

11The original framework proposed by Borjas (2003) focusses only on wage adjustment.
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As a final consideration, it is clear that Europe is facing an enormous challenge in
its attempt to deal with the recent dramatic flow of migrants that are trying to reach
its territory. This displacement of people is in fact “traumatic” for refugees and
migrants as well as for the receiving population, and the European economic systems
must be adequately prepared to provide aid to refugees and migrants while, at the
same time, protecting the resident population. In our view, this requires cooperation
among the countries of origin, transit and destination and a more coherent migration
policy based on solidarity between Member States. A good response to the chal-
lenges of people on the move requires health system preparedness and capacity,
including robust epidemiological data and migration intelligence, careful planning,
training and, above all, adherence to the principles of equity and solidarity and to
human rights and dignity.

5.5 Concluding Remarks

Europe has become a “continent of integration” over the past 50 years, with
increasing ethnic and cultural diversity evident in the majority of the countries. In
some countries the process has started a long time ago (France, UK, the Nether-
lands), in some others it is a recent phenomenon (Italy, Spain, Portugal), yet in others
it has barely started (Eastern Europe, in particular). Integration into the labour market
of the receiving country often represents the foundation of the wider integration
process that means finding housing, making social contacts, learning the language
and so on. However, the Single European Labour Market, which has been a
European objective for so long, remains a vision. The core challenge in this context
is to enhance labour mobility as in present years cross-country movements within
Europe are still very restricted. For instance, a recent study by Dao et al. (2014)
shows that, although the role of migration as a labour demand shock absorber has
increased in Europe since 2004, its absolute importance is significantly larger in the
US: about 60% of the shock tends to be absorbed via migration in the latter country
compared to only 30% in Europe.

The literature is very rich of studies on inter-regional migrations in Europe and, in
the present chapter, we focussed on some topics that appear to be peculiar aspects of
the migration phenomenon within this continent. In particular, we started from the
review of the studies about the consequences and the implications of the enlargement
of the EU to the New State Members. Then, we concentrated on the thread of
literature on the adjustment of commuting pattern as an alternative mechanism
to even out differences in labour market opportunities. Finally, we devoted our
attention to forced migration, a theme that nowadays is possibly one of the most
important concerns facing the EU.

Some themes are still open in the literature. First of all, a global EU perspective is
lacking: often studies on inter-regional migration within the EU only focus on the
EU-15, disregarding the NMS or confining their role as purely sending countries
(towards the EU-15).
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Recently, the literature has also shown some interest on the European students’
migration process. In Europe, thanks to the process of harmonization of university
education and student exchange programs, students’migration flows have increased,
although in a still geographically uneven fashion (Tremblay 2002). Parey and
Waldinger (2011) analyse data on the European ERASMUS student exchange
program and find that, in case individuals study abroad, their probability of subse-
quently working in a foreign country significantly increases. As a way to encourage
and reinforce the flow of young Europeans across Member States, the European
Commission has recently launched the initiative “Move2Learn, Learn2Move” that
endows a minimum of 5000 European students between 16 and 19 years old with a
sum to purchase travel tickets to visit at least one other EU country.

In general, it must be emphasized that studying mobility in Europe is a rather
difficult task fundamentally because of severe data availability limitations
(Sardadvar and Rocha-Akis 2016). Transnational surveys are missing and country
surveys, which only capture individuals before or after migration, do not provide
exhaustive measures of international migration. Moreover, migrants are not followed
across countries; consequently, it is not possible, for instance, to study forms of
circular migration. Hopefully, future empirical studies will benefit from improved
data quality, such as migration data between pair of regions or covering longer time
spans.
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Chapter 6
The Geography of Asylum Seekers
and Refugees in Europe

Marco Percoco and Ugo Fratesi

Abstract Recent waves of immigration flows and asylum seekers are posing
serious social and political problems in European countries. Between 2009 and
2015, it has been estimated a total of 3–3.5 millions of asylum applications to
national governments. This chapter discusses the geography of asylum seekers in
the European Union and proposes some descriptive statistics concerning the behav-
ioral reaction of residents. In particular, it is shown a strong correlation between the
size of the population of asylum seekers and the fear of terrorism and crime, whereas
no economic concern was found. This evidence is interpreted as need to provide also
correct information to residents when implementing immigration policies.

Keywords Refugees · Asylum seekers · Migration · European Union · Attitudes

6.1 Introduction

Europe has experienced many waves of refugees in the twentieth century with
different directions of flows. Notably, before 1939 thousands of Jews from Germany
sought for asylum in other European countries or even in the Americas. This wave of
refugees is particularly interesting from a social perspective for its content of human
capital. Waldinger (2010) and Moser et al. (2014) have in fact estimated the
(negative) impact of the expulsion of thousands of Jewish professors from German
universities and the (positive) effect on U.S. economy which eventually received
them. In those years, US public opinion was divided on the issue of Jewish refugees
from Europe. The Gallup Institute has recently assembled an interesting set of pools
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regarding refugees in the opinion of Americans and found a 61% opposition against
Jewish refugees.1

The most recent refugees wave, before that generated by turbulence in the Middle
East, has been in correspondence of the breakup of war in Kosovo, where thousands
of Muslim refugees sought asylum in Western Europe and in the US. Those flows
were welcomed in receiving countries without manifestation of opposition, possibly
because of the involvement of Western countries in the war against Serbia.

Despite these events, Europe or the European Union was almost unprepared to
manage current refugee crisis, both in institutional and socio-economic terms.
Dustmann et al. (2016) have calculated that between 2009 and 2015 3–3.5 millions
of asylum applications have been received by national governments. This situation is
exacerbating centripetal tensions with discussions of the fair versus balanced distri-
bution of refugees and asylum seekers lasting for years, further deteriorating the
political and institutional landscape of the continent.

Several geographical dimensions form the institutional and economic background
of current situation, especially in Europe. Asylum seekers embark in dangerous trips,
primarily through the Mediterranean Sea, to escape from wars and political and
religious persecutions. Economic motives of these forced migration flows are very
likely to be marginal. Nevertheless, their economic impacts, or at least as they are
perceived by European residents and decision makers might be substantial in
destination countries in terms of both public finances and local labour markets.
Moreover, Europe is the destination of asylum seekers from different geographical
areas, and while those coming from the middle east are in most cases escaping from
wars (e.g. the Syrians), there is a large number of asylum demands which come from
people coming from different places which are not at war and, as such, generally end
up being classified as migrants rather than refugees. The European governments, and
the public opinion, are not able to distinguish between these until the end of the
process by which asylum demands are accepted or rejected, which may last many
months and even a few years. For this reason, perceptions are as important as facts at
the heart of the aforementioned discussion among European governments on
whether and how to relocate asylum seekers. Interestingly, this process is eminently
political and allows us to shed some light on the underlying political economic
mechanism at work.

The aim of this paper is to review the main institutional and political factors
influencing the debate over the spatial distribution of refugees and asylum seekers in
Europe. In particular, we will review the main literature regarding the causes and
consequences of refugee flows and provide an updated picture of the spatial distri-
bution of refugees and asylum seekers among European countries. Furthermore, we
will present some data concerning the perceptions of Europeans and how this is
shaping the debate over migration policies.

1http://www.gallup.com/opinion/polling-matters/186716/historical-review-americans-views-refu
gees-coming.aspx
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6.2 The Issue of Refugees and Asylum Seekers in the Recent
Literature

International migration is a global phenomenon which has expanded in recent years.
The international migration report (UN 2013) estimates that the number of interna-
tional migrants has been constantly growing over the period 1990–2013. Europe is
the main destination for migrants, being the residence of about one third of the total,
and is closely followed by Asia. Even more interesting is the fact that international
migration flows have specific characteristics in terms of origin-destination. North-
south flows have remained stable and very low, while north-north flows have grown
slowly and steadily. The most remarkable trend, however, is the very sizeable
growth of south-south and south-north flows, which now account for the very
large majority of migrants (UN 2013).

Global migration flows have been significantly studied in the literature, at both
the national the regional level. Particular focuses of academic research have been the
reasons behind choices to migrate, the determinants of the location of migrants
(e.g. Pedersen et al. 2008; Wang et al. 2016) and the impact of migration on the
places of origin and of destination of migrants (e.g. Kanbur and Rapoport 2005; De
Haas 2010; Di Maria and Stryszowski 2009; Dustmann et al. 2011; Borjas 2015; The
World Bank 2006).

Refugees constitute a relatively small part of global migration, since they are
defined by the 1951 Refugee Convention as a person who “owing to a well-founded
fear of being persecuted for reasons of race, religion, nationality, membership of a
particular social group or political opinion, is outside the country of his nationality,
and is unable to, or owing to such fear, is unwilling to avail himself of the protection
of that country”.

However, refugees and asylum seekers also constitute a rapidly growing and
highly visible part of international migration. The UNHCR (2015) estimates that
more than two million asylum applications were received in 38 European countries
in 2015. This is a substantial increase from the slightly more than 700,000 lodged in
2014.

A large (and now growing) body of literature has long considered the effect of
mass migration or refugees on local economies. An early study was conducted by
Card (1990) on the effect of the Miami boatlift in the early 1980s on the Florida
labour market, finding limited evidence of an effect on wages and employment.

Hunt (1992) and Carrington and De Lima (1996) have considered the case of
repatriates from the African colonies of France and Portugal, reporting a negative
effect on employment and wages in locations where repatriates settled.

These early papers on the impact of “return” migrants are interesting, as they
consider a shock occurring in other countries as an influence on the decision to
migrate, although it was sometimes not a properly free decision. However, they are
not immune from critique of their identification strategy, given the highly-
aggregated data they made use of and the endogeneity of the location decision. To
circumvent the issue of self-selection, Glitz (2012) exploits an exogenous variation
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in German migration law which occurred in 1989. This made the migration of family
members of immigrated workers easier. In this case, non-significant effects on wages
and internal migration were found.

In general, however, the main effect of large migration inflows, if any, could be
found in the re-distribution of income. If migrants are on average less skilled than
residents, then unskilled workers will face tougher competition for jobs and a
consequent reduction in wages, which may be not apparent if only average wages
are considered.

The case of refugees and asylum seekers is different from the general case of
migrants, as in most cases they are not allowed to work in hosting countries, at least
in the short term. Subsequently, in the medium-term they have lower employment
rates than other immigrants and finally have higher benefit use rates (European
Parliament 2016; Martìn et al. 2016; Ruist 2015). These features imply that their
impact on local economies is usually worse than that of economic migrants.

Besides Europe in these last few years, Africa is certainly the continent that has
witnessed the largest displacements of people because of wars, political unrest and
natural disasters. Therefore, such cases have attracted some scholars aiming to shed
new light on the relationship between forced migration and development in receiving
countries. The most interesting case in recent years has certainly been the refugee
crisis in Tanzania, due to masses of individuals fleeing from Burundi (1993) and
Rwanda (1994).

In a first attempt to evaluate the effect of such phenomena, Baez (2011) has
argued in favour of a negative effect, since the socio-economic stress imposed by
refugee influence is too strong to be absorbed by weak local labour markets.
Interestingly, Maystadt and Duranton (2014) consider the same case and reach
opposite conclusions. In a rigorous econometric analysis, they consider a panel of
Tanzanian households over the period 1991–2010 and find that the presence of
refugees from Burundi and Rwanda has had a positive effect on welfare. They also
argue that such positive change was due to public investment in infrastructure,
decreasing transportation costs and leading to a higher mobility of individuals.
This result is interesting and important, since it implies that a temporary population
shock may have permanent positive effects thanks to efficient and appropriate public
policies.

The Syrian conflict is currently generating large refugee inflows in neighbouring
countries, especially Lebanon and Turkey, deeply affecting local economies.
Akgunduz et al. (2015) exploit the geographical distribution of refugee camps in
Turkey to analyse the impact of the inflows of Syrians in terms of housing and food
prices, as well as market outcomes. They find a slight increase in the level of prices
and no significant changes in the employment rate of natives.

As it is also clear from the work of Maystadt and Duranton (2014), considering a
long period of time is of paramount importance to disentangling the effect of massive
population shock. An interesting case is the Great Migration to the USA from
Europe, which occurred between the second half of the nineteenth century and the
beginning of the twentieth. Those migration flows were driven by both economic
reasons and persecutions, especially in the case of Jews in Eastern Europe facing the
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worrying diffusion of pogroms. Rodriguez-Pose and von Berlepsch (2012) find that
countries that had attracted more migrants between 1880 and 1910 had better
economic indicators in 2005, even after controlling for self-selection of migrants
into locations.

Finally, it should be noted that one of the most important drivers of development
in modern economies is innovation capacity. Moser et al. (2014) find that high-
skilled refugees may boost innovation in destination countries through scientific
spillovers. In particular, they consider the impact on the number of patents in the
USA of Jewish scientists who were expelled from German universities and who fled
to the USA.

As should be evident at this point of the review, the economic literature on
refugees and asylum seekers has primarily focused on the impact of displaced
individuals while comparatively less attention has been devoted to the analysis of
the location of refugees and asylum seekers. This is affected by a variety of factors,
some of which are eminently political and cultural.

In particular, there is little evidence on the factors that, at a sub-national level,
influence the attitude towards hosting refugees and asylum seekers. The Interna-
tional Organization for Migration (IOM) (2015) provided a survey of public attitudes
towards immigration worldwide, finding that in most of the world the attitude
towards immigrants is rather positive. Europe is an important exception in which
the majority of the population believes immigration levels should be decreased. This
is the outcome of two different models, one prevailing in northern Europe in which
migration is welcome, and another prevailing in southern Europe in which migration
is considered to be excessive (IOM 2015, p. 7). This might also be related to the fact
that southern Europe is not only the front-door of migration into Europe and the hub
of the refugee crisis, but is also the part of the continent which has been affected most
by the economic crisis. Therefore, the economies of these countries are structurally
weaker and have important issues in terms of public finances (Moro and Beker 2016;
Fonseca and Fratesi 2016).

This is consistent with the fact, also found in IOM (2015), that the attitude
towards migrants is more negative among those people who are more likely to
compete with migrants for job opportunities (i.e. the lower educated and
unemployed).

6.3 Refugees and Asylum Seekers in Europe

6.3.1 The Spatial Distribution of Asylum Seekers

According to recent estimates of the International Migration Outlook (2016), OECD
countries received about 1.5 million of new asylum seekers in 2015, with an
expected further increase in 2016. However, because of fragmented regulation,
only a limited share of this flow is actually granted asylum. In the European
Union, in particular, because of a lack of common and harmonized regulation and
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of a substantial overlapping between political refugees and economic migrants in
terms of origin countries and especially points of entry (mainly in Mediterranean
countries), the probability to obtain a refugee status is relatively low.

Data, in fact, show that the majority of those who applied for asylum in Europe
were denied it, in many cases because they are considered by the tribunals as
economic migrants. Figure 6.1 shows that the number of asylum seekers in the
European Union having a first instance decision has been constantly increasing,
especially after 2014, and that rejections have been attributed in the majority of
cases, until 2015 and 2016, when the number of those who received a positive
outcome was larger than those who were in the first instance rejected, most likely due
to the Syrian crisis.

There exist significant differences between countries in the percentage of asylum
seekers who are given a positive reply to their application (Table 6.1). In particular,
these are higher in Denmark, Sweden and Austria, and are above the EU average also
in Germany, which is the country which receives most of them. They are lower than
the average, though, in other large countries, such as Italy, France and, especially,
the UK. The sources of these differences in terms of percentage of applications are
likely to depend on two different aspects: on one side the source of asylum seekers,
which can come from different routes and different countries, so that some of them,
like Syrians, are normally allowed the status of refugee, while others are often
classified as economic migrants. The second aspect is the different legal system in
the different countries, which rely on different types of courts with different
outcomes.
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Fig. 6.1 First instance decisions on asylum applications by type of decision—annual aggregated
data. Source of data: Eurostat
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Table 6.1 Number of first instance decisions on asylum applications by type of decision and by
country in 2015

Country

Percentage
with positive
first instance
decision Rejected

Total
positive

Geneva
convention
status

Humanitarian
status

Subsidiary
protection
status Total

EU28 51.9 285,165 307,510 229,460 22,080 55,970 592,680

DE 56.5 108,370 140,910 137,135 2070 1705 249,280

FR 26.5 57,280 20,630 16,790 0 3845 77,910

IT 41.5 41,730 29,615 3575 15,770 10,270 71,345

SE 72.2 12,375 32,215 12,740 1350 18,125 44,590

UK 36.6 24,115 13,950 12,175 1650 125 38,070

CH 64.1 7840 14,000 6285 5080 2630 21,840

AT 71.3 6050 15,045 12,590 355 2100 21,095

NL 80.4 4015 16,450 6660 390 9400 20,465

BE 53.9 8945 10,475 8825 0 1650 19,420

DK 81.1 2305 9920 7605 70 2245 12,225

EL 41.8 5610 4030 3665 10 355 9640

NO 66.0 3225 6250 5410 165 675 9475

BG 90.6 580 5595 4705 0 890 6175

PL 18.2 2870 640 350 120 165 3510

HU 14.8 2915 505 145 5 355 3420

ES 31.5 2220 1020 220 0 800 3240

FI 56.8 1280 1680 1060 160 460 2960

CY 76.8 480 1585 195 0 1390 2065

MT 83.9 240 1250 265 75 915 1490

CZ 34.5 875 460 55 15 390 1335

RO 36.4 840 480 240 0 235 1320

IE 33.0 665 330 150 0 180 1000

LU 23.9 590 185 170 0 15 775

PT 52.7 180 195 35 0 160 370

HR 21.6 145 40 35 0 5 185

EE 44.4 100 80 20 0 55 180

IS 27.8 130 50 30 5 15 180

LT 47.2 95 85 15 0 65 180

LV 11.8 145 20 5 0 15 170

SI 34.6 85 45 35 0 10 130

SK 61.5 50 80 5 35 40 130

LI 16.7 25 5 0 0 0 30

Source of data: Eurostat
According to the Eurostat definitions (Decisions on applications and resettlement (migr_asydec)
Reference Metadata in Euro SDMX Metadata Structure (ESMS)):

Refugee status means a person covered by a decision granting refugee status, taken by
administrative or judicial bodies during the reference period. Refugee status means status as
defined in Art.2(e) of Directive 2011/95/EU within the meaning of Art.1 of the Geneva

(continued)
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6.3.2 The Routes

One of the interesting spatial aspects of the recent surge in the arrival of refugees and
asylum seekers in Europe concerns the routes through which they arrive. The main
routes to Europe according to FRONTEX are: the Western One, between Senegal,
Mauritania and Morocco and the Spanish Canary Islands, the routes of Western,
Central and Eastern Mediterranean, which respectively are those connecting Africa
to Spain, Africa to Italy and Malta and finally Turkey with Cyprus, Greece and
Bulgaria. In addition there are the Eastern Balkan route which it is also called the
circular route from Albania to Greece, the Western Balkan route connecting the
countries from the Western Balkan region to Greece, Bulgaria, Romania, Hungary
and Croatia and last but not least the Eastern Route mainly used by Moldova,
Ukraine, Belarus and Russia to enter Romania, Hungary, Slovakia, Poland, Lithu-
ania, Latvia, Estonia, Finland and Norway.

The flows relative importance in quantitative terms changes in relation to shocks
in country of departure but it might also change according to destinations’ countries
answers to fluxes e.g. the construction of border fences and walls or the implemen-
tation of restrictive hosting policies. For example, in 2015, Syria (23%), Afghanistan
(16%) and Iraq (11%) represented half of the asylum demands in OECD countries.
Looking at more recent data, they show that immigrants from Syria, Afghanistan and
Iraq diminished and the number of migrants from Nigeria and Eritrea, increased. The
change in nationalities, reflects the changing routes and port of arrival; while Greece
received more migrants from Syria (46.6%), Afghanistan (24.2%) and Iraq (15.2%),
Italy received a much greater variety of nationalities, and in particular Nigerians
(21.0%), Eritreans (11.7%), Guineans (7.2%). Indeed, the central Mediterranean
Route was the preferred one in 2016 and Italy saw a 115% increase in cumulative
arrivals (177,729 in 2016 vs. 153,842 in 2015), while the Eastern Balkan route
became less practiced and Greece saw in 2016 a 83% decrease in cumulative arrivals
(175,666 arrivals in 2016 vs. 1,033,029 in 2015) (IOM 2016).

Convention relating to the Status of Refugees of 28 July 1951, as amended by the New York
Protocol of 31 January 1967
Subsidiary protection status: means a person covered by a decision granting subsidiary protec-
tion status as defined in Art.2(g) of Directive 2011/95/EC i.e. ‘the recognition by a Member
State of a third country national or a stateless person as a person eligible for subsidiary
protection’
Authorisation to stay for humanitarian reasons: means a person covered by a decision granting
authorisation to stay for humanitarian reasons under national law concerning international
protection by administrative or judicial bodies. It includes persons who are not eligible for
international protection as currently defined in the Qualifications Directive (Directive 2011/95/
EU) but are nonetheless protected against removal under the obligations that are imposed on all
Member States by international refugee or human rights instruments or on the basis of principles
flowing from such instruments. Examples of such categories include persons who are not
removable on ill health grounds and unaccompanied minors. This concept refers only to persons
who have been previously reported as asylum applicants in the Asylum data collection. As a
consequence, persons granted a permission to stay for humanitarian reasons but who have not
previously applied for international protection are not included under this concept
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Refugees coming from different routes and different countries had different
locations in Europe. As it can be observed in the maps of Fig. 6.2. In particular, it
is clear the higher presence of refugees from Afghanistan in the Balkans, and
especially in Serbia. Refugees from Albania are predominantly present in Germany.
Those from Syria are either in the Balkans, especially in Serbia, or in Germany and
Sweden. Refugees from African countries, who follow the southern Mediterranean
route have as a consequence a different distribution. In particular, those from Eritrea
are in central and Northern European countries, Switzerland, Germany, The Neth-
erlands, Sweden and Norway. Those from Somalia follow a similar path but even
more concentrated in Germany and Sweden.

The hype in the flows in the Central Mediterranean Sea has been accompanied by
a significant increase in the death toll because of the joint cause of adverse meteo-
rological conditions and precarious ships used by human trafficker. It is difficult to
estimate the death toll of the refugee crisis because of the substantial informality.
However, an attempt was made by the project “Human costs of border control”. The
period covered by the Deaths at the Borders Database is 1/1/1990 to 31/12/2013,
reflecting the period under study by the broader research project. As a consequence,
a few cases from the late 1980s—in Cadiz region, Spain, for instance—are missing.
Nonetheless, the period covered captures the years in which ‘border deaths’ became
a phenomenon in the southern EU border regions precarious ships, although we do
not observe recent dramatic events. Given these data and data on refugees from the
UN, it is possible to highlight the dramatic increase in the mortality risk in the
Central Mediterranean route, as depicted in Fig. 6.3.

6.4 Attitudes of Europeans Towards Refugees

One of the major issues with the recent wave of refugees is certainly the issue of
attitudes and opinions of Europeans towards asylum seekers, refugees and in general
towards migrants, with the average citizen usually little informed on the differences
between the three concepts, also because the political debate is too often (deliber-
ately?) confusing in this sense.

The wave has been accompanied by a severe economic crisis and several terrorist
attacks. Although causality among those phenomena is far from being established,
individuals form their opinions even by means of superficial perceptions and spuri-
ous correlations.

In the previous sections, while reviewing the major literature, we have made also
an attempt to clarify the uncertainty over the effect of refugees in destination
countries. This uncertainty, along with some more general conditions, influences
negative opinions of Europeans with respect to refugees. However, it should be
noted that the fear of terrorism accompanied by a severe economic crisis should be
thought to be as a major force behind the growing diffidence of residents.

People form their attitudes and opinions in several ways; it may take the form of
an information network, which can be effectively used by politicians in order to
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Fig. 6.2 The spatial distribution of refugees by source and destination country in 2015 (selected
countries only). Source: UNHCR
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persuade voters and then to gain political consensus or simply votes (Murphy and
Shleifer 2004). Several sources of persuasion have been analyzed; people are often
persuaded by those they personally interact with (Granovetter 1973); in the political
debate, since voter awareness of specific issues is quite low, vulnerability to persua-
sion is high (Zaller 1992); Mullainathan and Shleifer (2005) develop a theoretical
paper on the formation of social networks and on their use by politicians to obtain
support; assuming that people are influenced by those inside their network, the
model shows how entrepreneurs create networks using core issues that are centrally
important to members. These networks can then be rented out to politicians who seek
votes as well as support for other initiatives.

In the last two decades there has been an increase in the body of literature
regarding public opinion towards migrants and immigration in general with partic-
ular attention to USA and UK (see, for instance, Bauer et al. 2000; Card et al. 2009;
Citrin et al. 1997; Dustmann and Preston 2007; Espenshade and Hempstead 1996;
Hanson et al. 2007; Kessler 2001; Scheve and Slaughter 2001). More recently,
Facchini and Mayda have considered the opinions of Europeans over migration
policies and found that only a small portion of voters tend to support policies more
open with respect to migrants.

The economic crisis is also a major driver of negative attitudes on refugees.
Colloca (2016) has in fact argued that during bad times for the economy, people tend
to focus on themselves and to reduce the extent of social networks. Under these
circumstances, the spatial reach of trust is limited and sentiments of aversion, rivalry
and revenge against who is perceived as an outsider may prevail. This argument is
consistent with the theory of social capital as proposed by Banfield (1954) who
postulated that uncertainty, inequality and an excessive reliance on short social ties
are the main determinants of weak cooperative behavior and low generalized trust,
that is trust in strangers. The framework proposed by Colloca (2016) introduces
second order effects in this view as it states that economic downturns may change
individuals’ attitudes and behavior, especially in terms of their spirits of trust,
cooperation and empathy for those out of their social networks. Fratesi et al.
(2016), in studying the spatial allocation of refugees among Italian provinces have

0

2

4

6

8

10

2009 2010 2011 2012 2013

Eastern Mediterranean
Central Mediterranean

Western Mediterranean
Eastern Land Borders

Fig. 6.3 Mortality risk of
major routes

6 The Geography of Asylum Seekers and Refugees in Europe 115

bbiagi@uniss.it



in fact found that strong and established communities are less prone to accept larger
numbers of asylum seekers.

Recently, the Pew Research Center (2016) has reported results of a survey among
Europeans regarding their opinions on refugees. About 59% perceive them as a
threat to their security (Fig. 6.4), as respondents think that refugees will increase the
likelihood of terrorist attacks in their countries.

Half of European are also concerned about the impact of labour markets since
50% think that refugees will be a burden for their country because they will take their
jobs and social benefits (Fig. 6.5).

Interestingly, there is a considerable variation among countries with Hungarians
and Poles as the most concerned and Italian and Greeks also raining their concern on
the economic dimension. Considerably less “fear” is perceived with respect to crime
as only 30% of Europeans think that refugees are a major cause of crime (Fig. 6.6).

Figures 6.7, 6.8 and 6.9 report simple and admittedly weak scatterplots in which
the results of the survey are correlated with the effective presence of refugees in the
countries, all variables being in a logarithmic scale. Despite the weak statistical
power, let us consider the regression line as a reliable conditional expected value of
the attitudes. Interestingly, respondents in all countries tend to overestimate the link
between refugees and terrorism, whereas respondents to the question regarding the
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impact of refugees on labor markets seem to be relatively “rational”, as there seems
to be no correlation between the presence of refugees and the perceived economic
risk.

Overall, our analysis points at a positive association between the presence of
refugees and the negative attitudes of Europeans, although in some cases an
overreaction has been detected. This behavioral response is a policy ground that is
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neglected by most of the EU policy makers and provides fertile soil for the upcoming
wave of nationalisms.

6.5 The Distribution of Refugees at Sub-national Level:
Hints from the Italian Case

All the analysis so far has been almost exclusively at national level. However, there
are very significant differences between regions within countries.

One rare example for which it has been possible to collect the data is the Italian
one, a case which is especially interesting because the country is, due to geographical
reasons, the southern door of Europe towards the Mediterranean, so that it attracts
very important flows of asylum seekers mostly coming from African countries
through Libya. These flows have increased and reached new peaks every year
since 2014, so that Ismu (2017) estimates that more than 500,000 asylum seekers
have reached the country in the 3 years 2014–2016, more than in the 17 previous
years.

To deal with these large flows, the distribution of asylum seekers mechanism in
Italy has three phases. The first phase is a phase, centralized by the national
government, in which asylum seekers are first assisted in nationally managed
structures. The second phase is a phase in which, during the process of appraisal
of the asylum request, the refugee stays in structures which are manages in public-
private partnership. In the third phase an asylum seeker who is granted refugee status
is free to move where he/she wants, while if the status is not granted there is a
repatriation.

The second phase is the most interesting because in this phase it is the local
communities who “bid” for having asylum seekers in their communities, with
economic advantages but also, sometimes, negative reactions from the local public
opinion.

As it can be seen in Fig. 6.10, not all regions (at Nuts3 level) host asylum seekers,
but some regions are more willing to host them. It is evident a pre-dominance of
poorer provinces and of provinces closer to the places where asylum seekers land
(mostly by sea). Interestingly, it also appears that in the Italian case those regions
where the levels of social capital are higher are also less willing to host asylum
seekers (Fratesi et al. 2016), possibly also because of the confusion in the national
politics between refugees and economic migrants.

This is an interesting result, which it is not yet possible to compare with other
European countries, in which the attitudes towards asylum seekers are not detected
by polls but by actual behaviours and the political and economic variables are not the
only determinants but the social situation of places is also important and, apparently,
the most internally cohesive places are also more closed towards the external (Fratesi
et al. 2016).
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6.6 Conclusions

Political turmoil, civil conflicts and wars are driving the displacement of large mass
of civilians in Africa and in the Middle East. A significant portion of those refugees
decide to start a long and dangerous trip to Europe to seek asylum.

From 2009 to 2015 European countries received 3–3.5 millions of applications to
obtain asylum and this is causing significant issues in the EU. On one hand, this
fosters nationalism and populism in most countries, with centrifugal effects between
the EU and its members. On the other, the arrival and the distribution of refugees
among EU members is a source of main concern for the cohesion of the Union
because the large numbers make it more difficult the integration process.

In this chapter, we have reviewed the main issues and the state of the art of the
literature. In particular, we have pointed at a fragmentation of the research as no
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Fig. 6.10 The spatial distribution of asylum seekers in Italy in 2015 (asylum seekers per capita).
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consensus has been reached with respect to the effects and burden of refugees in
destination countries. In particular, we believe that the analysis of the impacts and
distribution of refugees would need to be upgraded to a finer spatial scale with
respect to the national one which is currently the only possible one. The impacts are
in fact localized, and there is need to know where they pass through and where they
end-up to really understand the phenomenon.

Looking forward, we see in particular the following research avenues as espe-
cially fruitful and helpful from a socio-economic point of view:

– The analysis of the economic impact of refugees on places, which might depend
on the human capital possessed by the refugees and on the economic structure or
the places where they end up.

– The analysis of the social impact of refugees on places, which depends on the
personal characteristics of the refugees and on the social characteristics of places.

– The analysis of the impact of places on the well-being of refugees, since different
places could provide different integration opportunities.

– An analysis of the impact of refugees on the local innovation systems. In fact,
refugees could provide new knowledge or new ideas which could spark, in some
cases, the economic and social innovativeness of places, especially where inno-
vation is not so diffused.

Finally, and in a positive perspective, migration policies should be informed by
rational and consistent data and analyses. We have in fact documented, although in a
rudimentary way, that individuals tend to overreact to the presence of asylum seekers
and refugees and this is fertile soil for public discontent with respect to the European
Union. Efforts should be made to provide not only correct information, including a
clearer distinction between asylum seekers, refugees and migrants, but also to
understand in-depth the sources of fear and shape policies and their communication
campaigns accordingly. Although a harmonized regulation is needed for granting
asylum, policies meant to integrate migrants should be conceived at a more local
level, where refugees and asylum seekers in fact locate or are located.
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Chapter 7
State of the Art and Future Challenges
of Interregional Migration Empirical
Research in Oceania

Kathryn Benier and Jonathan Corcoran

Abstract With an estimated eight million international immigrants, Oceania is a
region with the highest proportion of immigrants worldwide. The flow of migrants
between Australia and New Zealand is especially large given their geographic
proximity, cultural similarities, and a shared history as part of the British Common-
wealth. This chapter places a particular focus on the interregional flows in Australia
and New Zealand given that they represent the two most popular immigration
destinations in Oceania. We discuss how immigration policy in both nations are
likely to continue to focus on attracting and retaining immigrants that are selected
based on their skills in an attempt to address persistent skill shortages and to
ameliorate the effects of ageing populations. The challenge for regional scientists,
population geographers and labour economists will be to identify sources of data
through which we can better understand the migratory pathways through which
both domestic and new international arrivals pass. Understanding these complex
pathways will be the first step to unveiling the factors that underpin interregional
migrations and how these shape outcomes for both individuals and local labour
markets.
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7.1 Introduction

Oceania refers to the agglomeration of Australia, New Zealand and proximate
Pacific island nations. With a population of around 40 million, Australia and
New Zealand constitute around 70% of the total (Worldometers 2016). The region
is estimated to currently host approximately eight million international immigrants
(International Organisation of Migration 2015), placing Oceania with the highest
proportion of immigrants worldwide (Mohanty 2006). This migration balance is
consistently positive, with more people entering the region than leaving. Oceania’s
immigrant population is almost exclusively located in Australia and New Zealand—
countries which offer attractive destination economies and opportunities for a certain
lifestyle. This immigrant population includes interregional immigrants from Fiji
and the other Pacific Island countries, as well as skilled immigrants from other
global regions. The channel of migration between Australia and New Zealand is
particularly large as a result of the geographic proximity, cultural similarities, and a
shared history as part of the British Commonwealth. At the 2011 census, 483,398
New Zealand-born people, or 15% of the New Zealand population, were living in
Australia (Australian Government: Department of Immigration and Border Protection
2013) and 62,712 Australia-born people were living in New Zealand in the 2013
census (Statistics New Zealand 2014a). According to the International Organisation of
Migration (2015), the immigrant population of Australia was 28.22% of the total
resident population—a total of 6,763,000 people. This proportion is higher than in
other immigrant-receiving countries such as New Zealand (23.0%), Canada (21.8%),
the United States (14.5%) and the United Kingdom (13.2%; International Organisation
of Migration 2015). With the highest proportion of immigration in this region, it is
vital to study the consequences of such trends and migration dynamics on the social
and economic growth of Australia and New Zealand.

There are several parallels to be drawn between Australia and New Zealand.
Both are settler societies with initial British populations who relied upon prim-
ary products for economic growth. Both had shared values, with heavy restrictions
on immigration, whether embedded in law (Australia) or simply a preference
(New Zealand), until World War II threatened the security of the nation and immi-
gration was required to build population growth and accommodate an expanding
labour market. In both countries, strict policies were abandoned in favour of
non-discriminatory selection of potential immigrants based on the traits that they
may contribute to their host country or their humanitarian considerations instead of
selecting people based on their national origin or language spoken (Ongley and
Pearson 1995). Differences include New Zealand’s limited relative proportion of
refugee intake as part of both the total population and the immigration flows,
and New Zealand supporting temporary migrants whereas Australia’s population
building objectives favour permanent settlers (Ongley and Pearson 1995) although
there is also a sizeable population of temporary migrants in the country. There are
also differences in the treatment of the indigenous population, with New Zealand
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arguably recently providing more recognition of their indigenous heritage despite
their initial treatment of the Maori population at the time of settlement.

In this chapter, we place a particular focus on interregional migration in Australia
and New Zealand as these are the two most popular immigration destinations in the
Oceanic region, and have been argued to share a labour market due to the similarities
between the nations (Hugo et al. 2013). The chapter commences with an overview of
the immigration history of Australia and New Zealand, before outlining more recent
developments in migration policies and how this has been picked up in migration
research that has examined the various drivers and consequences of these move-
ments. We conclude with a discussion of the future challenges of interregional
migration research in Oceania.

7.2 Australia’s Immigration History

Since white settlement in Australia in 1788, Australia’s population and economic
growth has largely been driven by immigration. From 2006, immigration arrivals in
Australia have contributed more to population growth each year than the rate of
natural increase (ABS 2014). Australia’s population of 24 million people comes
from over 200 countries, and almost half of the population have one or both parents
that were born outside of Australia (Australian Bureau of Statistics 2016). Immigra-
tion in the early history of the country was designed to build the colony and to
provide labour, while maintaining the perceived ideal of a white Australia policy that
restricted immigration to those from Western Europe—primarily from the United
Kingdom. More recently, although immigration still continues to constitute the
majority of population growth, policies have targeted skill shortages, meaning that
immigration is used as a tool to redress the imbalance between labour supply and
demand. As such, changing patterns of migration have important consequences for
the labour market and for the education and training sector as a major source of the
skilled labour supply.

Early migration was to build the growth of the nation: both in terms of an increase
in the population numbers, as well as an increase in labour to build infrastructure
and the economic growth of the country. During the period of convict settlement in
Australia between 1788 and 1850, European migration and population growth in
Australia were low, with about 400,000 people of European descent recorded
in 1850; 150,000 of whom were convicts (Burnley 2001). In the 1850s, the gold
rushes in Victoria brought another 730,000 immigrants from the United Kingdom
and Ireland, Germany, America and China (Burnley 2001). Between 1851 and 1890,
a further 1.4 million immigrants from the United Kingdom and Ireland settled in
Australia (Burnley 2001). The motivating factor for many was the premise of
creating a better life for themselves and their children, as well as potential economic
opportunities (Hitchcock 1990). By 1901, 98% of the population of Australia were
white (Migration Heritage Centre 2010).
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On 1 January 1901, the six British colonies united as the Commonwealth of
Australia. Until this point, early immigration was almost entirely a white population
from Western Europe, meaning that there was limited diversity of residents in
Australia. Maintaining this idea was of upmost importance to the new government,
and a series of legislation passed shortly after federation sought to guarantee the
continuity of a homogenous white population. The first legislation passed by the new
parliament was the Immigration Restriction Act 1901, which deemed the preserva-
tion of a racially homogenous society as essential to the success of the country (Lack
and Templeton 1988). This ‘White Australia policy’ restricted Asian and other
non-European migration through the implementation of a dictation test in any
selected European language as selected by the interviewer on the day of the test
(DIMA 2001; Lack and Templeton 1988; Louis et al. 2010). This policy was designed
to restrict immigration to those who shared the same cultural identity as the population,
predominantly those from the United Kingdom.

While immigrants arriving in Australia in these early years were almost exclu-
sively from the United Kingdom, only a fraction of the British leaving the United
Kingdom were migrating to Australia. Many others chose the United States and
Canada over Australia (Ferenczi and Willcox 1929), although there is limited
migration research that discusses the factors associated with these decisions. It is
believed that Australia became more preferable as a destination country with the
rising demand for primary products as land in the United States and Canada became
harder to obtain (Kelley 1965). Further, heavy subsidisation of travel expenses and
the provision of land upon arrival for some categories of immigrants constituted a
strong pull factor, as did high demand for workers (Kelley 1965). While over 70% of
the population in Australia today live in the capital cities, less than 40% lived in the
cities in 1910 (Australian Bureau of Statistics 2014). This illustrates the importance
of primary produce as an industry in Australia’s early development and growth.

Between 1919 and 1940, almost 600,000 immigrants settled in Australia, of
which 63% were from the United Kingdom and a further 10% from Ireland (Burnley
2001). The remaining migrants were predominantly from Greece and Italy, as well as
a number of Jewish settlers who arrived in the 1930s, seeking refuge from Hitler’s
Europe (DIMA 2001; Migration Heritage Centre 2010). World War II and the near-
invasion by Japanese forces demonstrated that Australia required population growth
to defend itself from potential incoming threats, particularly from Asia (Burnley
2001). Politicians emphasised Australia’s vulnerability by highlighting that its small
population could not adequately defend its large land area, leading to the mantra of
‘populate or perish’ (Burnley 2001; DIMA 2001; Migration Heritage Centre 2010).
The natural rate of population increase was 1%, so with aims of further increasing
population by an additional 1% per year, or 70,000 people, immigration was
expanded and a Department of Immigration established (Burnley 2001; DIMA
2001). Although immigration restrictions were partially relaxed, immigration was
still heavily targeted towards those from Europe. The Government also accepted a
minimum of 12,000 displaced persons per year during this time—many of whom
were from Eastern Europe, including the Ukraine, Estonia, Latvia, Lithuania and
Turkey (Burnley 2001; DIMA 2001). These refugees received assistance with
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passage and settlement in exchange for 2 years of government work, usually in manual
labour such as the building of the Snowy River Hydro-Electric Scheme, on the
railways, in mines or in iron and steel industries (DIMA 2001; Migration Heritage
Centre 2010).

In 1969, the migrant program peaked with 185,000 people immigrating in that
year (Burnley 2001). At this point the population of Australia was 12 million people,
and there was public concern about Australia’s capacity to integrate this large
number of migrants (Lahmeyer 2003). As a result, the migrant program numbers
were lowered (DIMA 2001). Although the intake was limited to 110,000 in 1972, the
government disbanded the White Australia policy and immigrants were selected by
personal attributes and occupational groups, meaning that priority for immigration
permission was given to close relatives and workers in professions that had unmet
demands (DIMA 2001; Migration Heritage Centre 2010). This means that even into
the late twentieth century, Australia still favoured immigrants who brought a culture
similar to their own.

Since 1975, Australia’s policies have placed less importance on mass immigra-
tion to enhance population growth and more emphasis on attracting skilled workers
who would economically contribute to Australian society, with the migration pro-
gram fluctuating between 15,000 and 120,000 immigrants per year (DIMA 2001;
Markus et al. 2009). Despite the relaxation of immigration policies, many immi-
grants still arrived from the United Kingdom, New Zealand and Europe (Makkai and
Taylor 2009), as well as many immigrants from Cambodia, Fiji, Malaysia and the
Philippines in the 1980s (Mukherjee 1999). From 1988, Australia has also allocated
places for immigration opportunities under the Humanitarian program for refugees
and asylum seekers from countries experiencing unsettled situations (DIMA 2001).
This has included refugees from Vietnam, East Timor, Cyprus, El Salvador, Sri
Lanka, Yugoslavia, Lebanon, Sudan, Afghanistan and Iraq. In recent years, places
for immigration for refugees and asylum seekers have been allocated to displaced
persons from the Syrian conflict (‘Australia to Accept 12,000 Syrian Refugees’
2015; Hasham 2015).

7.3 New Zealand’s Immigration History

New Zealand has had similar transition periods in its immigration history to that of
Australia. Early populations of Maori were severely affected by the diseases brought
to New Zealand by the British settlers, and the Gold Rush of the nineteenth century
brought a number of Asian immigrants (Phillips 2015). Although New Zealand did
not have the official policy to ensure a culturally homogenous society as in Australia,
preference and additional assistance was offered to immigrants from Western
Europe, particularly the United Kingdom. In more recent years, New Zealand has
accepted a number of immigrants on humanitarian visas, and many skilled workers
from India and China (Statistics New Zealand 2014a). In the 2013 census, 1,001,787
people were born overseas, with 31.6% of the total population of New Zealand born
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in Asia, with a majority of this category born in China (Statistics New Zealand
2014a). A further 26.5% of the population were born in the United Kingdom and
Ireland (Statistics New Zealand 2014a). The proportion of overseas-born population
was highest in Auckland and Wellington, which suggests that like Australia, immi-
grants in New Zealand favour the capital cities over rural areas.

From 1800 to 1950, the majority of people who immigrated to New Zealand were
British, who were offered free travel or other benefits upon arrival, such as free land
(Phillips 2015). In many instances, these immigrants came via Australia where they
had previously been convicts or free settlers. They travelled to New Zealand for
employment in the whaling and sealing industry or to work in the goldfields in Otago
and on the West Coast. In the early twentieth Century many labourers left Australia
in search of employment in New Zealand in response Australia’s economic depres-
sion that stagnated the growth of the economy along with high unemployment rates
(Bedford et al. 2000). New Zealand’s population was slow to grow, with less than
200 white settlers in 1819, 50 years after its discovery by James Cook in 1769
(Phillips 2015). In 1839, the non-Maori population was approximately 2000 people,
90% of whom were British. In 1840, the Treaty of Waitangi—a written agreement
between the Maori chiefs and the British monarchy that labelled New Zealand a
colony of Britain and the Maoris as British subjects—brought drastic change to the
numbers of immigrants in New Zealand, with 28,000 immigrants in 1852 (Phillips
2015; Walker 1995). The immigrant population continued to increase to over
250,000 in 1870, as conditions in Britain deteriorated and many sought a better
life, coupled with the offer of free land and subsidised travel, providing that they
were ‘sober, industrious, of good moral character, of sound mind and in good health’
(Borrie 1991, p. 52). Many of these immigrants were under 35 years of age. This
assistance stopped in 1890, with immigrants paying their own expenses from this
time. This brought a different group of immigrants, who were wealthier, older, and
more likely to be male, coming from the industrial areas of northern England.

Similarly to Australia, a law was introduced in 1899 to ensure all immigrants not
of British or Irish birthplace spoke fluent English. The laws were to limit the number
of Chinese and Eastern European, Indian and Lebanese immigrants who were
working in the goldfields and gumfields. In the early twentieth Century, a substantial
number of migrants from Australia travelled to New Zealand to avoid the depression
and droughts that were limiting their prosperity in Australia.

World War II brought the same calls to ‘Populate or Perish’ as were heard in
Australia. Levels of out-migration and a declining birth rate created concerns about
an inability to defend the nation. At this time, the government favoured population
increase through childbirth, and a family benefit allowance was implemented to
encourage this growth. Preference for immigration was given to those with industrial
skills rather than farming skills, and immigrants were selected through an interview
process at the New Zealand High Commission in London. In 1950, an assisted
passage scheme was extended to the Netherlands as the Dutch were perceived to be
the mostly easily assimilated. Pacific Islanders, from the Cook Islands, Samoa, and
Tonga, further increased the population of New Zealand in the mid-1960s as work
opportunities in these islands declined.
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As a result of growing concern about racist attitudes in the immigration policy in
New Zealand, it was deemed in 1974 that all prospective migrants, British or not,
were required to obtain an entry permit which was based on skills and qualifications
rather than national origin or race. While this opened immigration to people from
many different origins, the years following this change were marked by poor
economic performance in New Zealand and the migration flows reversed, with
few people arriving and many people moving to Australia between 1977 and 1990
to increase their opportunities for employment (Ongley and Pearson 1995). While
this recession was associated with the international oil crisis and therefore out of
New Zealand’s control, New Zealand’s relatively small economy was unable to
support large-scale immigration and also lost many native-born residents to Australia
(Bedford 2003). The Immigration Act 1987 further emphasised non-discriminatory
policies, with the need for an individual to possess certain skills rather than a certain
national background. A points system was introduced to rank participants on their age,
skills, education and social capital and therefore, their potential to positively contribute
to the New Zealand economy and society (Ongley and Pearson 1995). Eight hundred
places per year were also allocated for humanitarian visas society (Ongley and Pearson
1995; Phillips 2015). In 2001, the proportion of foreign born residents was the highest
since 1936 at almost 700,000 people. In most cases, the new immigrants are educated
people who are comparatively wealthy. While immigrants in recent years have
faced some public and political response to the establishment of cultural groups’
churches, schools, restaurants and social rituals, New Zealand does not appear to
have the rhetoric around immigration and the prejudicial attitudes to the extent that
Australia does.

7.4 The Role of Temporary Migration

In both Australia and New Zealand, recent immigration policies (post-2000) have
transitioned from a focus on national growth to those that target the attraction of
skilled workers with the potential to economically contribute to society and build
national human capital (Hugo 2004; Phillips 2015). These trends still encourage a
large proportion of immigrants from European countries, but also open immigration
up to those from Eastern Asia, Africa and India. Both Australia and New Zealand use
a points-based system, where applicants are allocated a fixed number of points for
their characteristics and ability to enrich the fabric of society and the future well-
being of their new country (Bedford et al. 2000; Collins 2013). Those who reach a
minimum point threshold are eligible for a visa. This means that both countries are
increasingly focused on temporary migration as an important source of growth,
rather than the class ‘settler’ migration of the previous centuries (Bedford et al.
2000).

Australia continues to be a major destination country for humanitarian and other
permanent immigrants, as well as short-term visitors such as skilled and professional
workers on the 457 visa (Collins 2013). In addition to the sizeable number of people
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who come to Australia each year via legal and regular pathways, Australia manages
the small proportion of people who arrive at its borders in an irregular manner via air
and sea routes. This population is the subject of media and public debate. The
New Zealand government has also focused on immigration from countries in the
Asia-Pacific rim, such as Hong Kong, Taiwan, Malaysia, and Korea as sources of
migrants with business skills and investment capital (Lidgard et al. 1998). Recent
policy initiatives are designed to rejuvenate flows of entrepreneurs and investment
capital from Asia (Bedford et al. 2000). The spatial concentration of this human
capital is primarily focused on metropolitan areas, with a large majority of immi-
grants electing to live in the capital cities in both Australia and New Zealand.

International migration has been and remains a crucial part of economic, social
and cultural development in Australia (Hugo 2004). An ageing population due to
increasing longevity and decreasing birth rates means that Australia must turn to
immigration to sustain population growth and the availability of social and human
capital (Karuppannan 2011). While Australia has previously focused on immigration
as a permanent move for individuals, international immigration in Australia today
is more complex, especially with temporary visa categories introduced in the last
two decades to attract different types of immigrants. An increasing number of people
enter Australia on temporary visas, although some of these immigrants obtain
residency at the expiration of these temporary visas. The selection process for
immigration to Australia is highly selective, and usually favours those who are
young and highly skilled, with a high income and high level of education. Such a
population brings ‘brain gain’, with immigrants increasing the level of human capital
by contributing the skills which have been identified to be in a shortage by the
Australian government. There is also a large student population who migrate to
Australia for the duration of their education, particularly from Asian countries. These
students bring further human capital, and many transition to working visas at the
completion of their studies.

7.5 The Current State of Migration Research in Oceania

This is not to say that once immigrants arrive in Australia or New Zealand, they
remain in one location indefinitely. Similarly, many Australian and New Zealand-
born residents migrate within their country, seeking a change from a rural to urban
environment, an interstate migration, or a trans-Tasman migration. Evidence
shows that in Australia and New Zealand, the population changes their usual place
of residence more often than those in other countries (Hugo 2002). This means
that Australia and New Zealand have a dynamic population stock who are prone
to multiple migrations. According to the Australian Bureau of Statistics, in the
2014–2015 period, Melbourne had the highest net internal migration gains of all
Greater Capital Cities in Australia, followed by Brisbane (Australian Bureau of
Statistics 2016). The majority of arrivals into Melbourne came from other towns in
Victoria, and from Sydney (Australian Bureau of Statistics 2016). In contrast,
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Sydney had the highest net losses of all Great Capital Cities, followed by Adelaide
and Darwin. Sydney lost many residents to regional New South Wales and
Melbourne (Australian Bureau of Statistics 2016). Looking at smaller spatial units
of analysis, the highest net migration in Australia in 2014–2015 was Melbourne
West, which includes some of the fastest growing suburbs in Victoria (Australian
Bureau of Statistics 2016). Queensland’s Sunshine and Gold Coasts also recorded
significant gains, suggesting that many people are seeking a certain relaxed lifestyle
(Australian Bureau of Statistics 2016). In this section, we expand on the previous
focus on international immigration to unpack the state of the migration research
that has examined rural-to-urban, interstate, and trans-Tasman migration patterns.
Figure 7.1 provides the context and settlement patterns of Australia and
New Zealand to provide an overview of the geography of the nations.

Data collated by Australia’s Department of Immigration and Border Protection
and New Zealand’s Customs Service records the intended length of stay and an
initial intended address for each immigrant. Given that both Australia and
New Zealand are island nations, we have a high degree of accuracy in measuring
who is arriving into the country as Marr (2011, p. 89) states that “border control in
Australia remains the most effective of any country in the world”. Both Australia and
New Zealand have a census held every 5 years, which measures people’s location of

Fig. 7.1 (a) The settlement geography of Australia. (b) The settlement geography of New Zealand
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usual residence, 1 year and 5 years before the census. While this is a rich data source
in its ability to capture both international and interregional movements, this is a
broad time frame and census data may not capture a series of different forms of

Fig. 7.1 (continued)
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migration such as temporary, circular and seasonal each of which play an important
role in understanding migration patterns in Oceania. Seasonal and temporary migra-
tion programs are widely used around the world as a way of overcoming job
shortages without the costs of assimilating workers and their families. Despite
their wide usage, and a body of literature that highlights the benefits and limitations
of these schemes and discusses their implementation, there is little empirical evi-
dence towards their developmental impacts (Gibson et al. 2014). According to
Constant et al. (2013, p. 2), “empirical evidence about circular migration is scarce
and empirical analyses are limited due to missing or problematic data”. There is no
published research of this nature in Australia or New Zealand. As census data in
Australia and New Zealand measure annual movement, it is probable that such data
does not encapsulate these short-term movements of several months and are thus
missing an important type of migration pattern.

7.5.1 Rural-Urban Migration

Australia is one of the world’s most urbanised but least densely populated countries
(Pretty et al. 2006). While over 70% of the population in Australia today live in the
capital cities, less than 40% lived in the cities in 1910 (Australian Bureau of
Statistics 2014). This illustrates the importance of primary produce as an industry
in Australia’s early development and growth. Yet in recent years, the role of primary
industries has become less important as other capital (such as the finance,
manufacturing or construction industries) becomes increasingly vital to Australia’s
growth and the number of residents who live in the major cities has increased
dramatically.

Most studies that examine the movement of rural to urban migration draw on
census data, which provides important information such as aggregated demographic
and labour market details. However, these data do not include specific information
for international immigrants such as their visa, job and employer details or their
family composition. This means that while the literature has made some attempt to
evaluate the efficacy of programs such as State-Specific Regional Migration and the
Regional Sponsored Migration Scheme, the studies are limited in their ability to
speak to these initiatives (Taylor and Gerritsen 2014). In contrast, the Department of
Immigration and Border Protection holds data on visa issue and compliance, but
have limited data on an individual’s movements within Australia once they have
arrived (Taylor and Gerritsen 2014). There is some attempt to measure migrant
outcomes, although such studies aim to create a national picture and often do not
have the reliability at the smaller geographical level.

The Remoteness Structure of the Australian Standard Geographical Classification
considers the distribution of Australia’s population into five remoteness area cate-
gories: major cities, inner regional, outer regional, remote and very remote. These
categories are used to classify data obtained from the census conducted every 5 years
in Australia. Census questions record every individual’s address 1 year and 5 years
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prior to the night of the census and are used to measure migration. As at June 2011,
69% of the population resided in Australia’s major cities, compared to only 2.3% in
remote or very remote Australia (Australian Bureau of Statistics 2012). While the
proportion of the population who live in the major cities is increasing at the fastest
growing rate (17%) over the last decade, remote areas are growing at the slowest rate
of 3.8% (Australian Bureau of Statistics 2012). Between 2001 and 2011, the
population of many inland, rural areas declined including those in Western and
South-Western Queensland, Western and North-Western New South Wales, West-
ern Victoria, and many areas of South Australia (Australian Bureau of Statistics
2012). According to Burnley et al. (2007) 56% of people who had recently migrated
believed that they were better off after the move. In particular, 64% of migrants said
that they were more satisfied with their work opportunities (Burnley et al. 2007). In
the migration literature, there are a number of push and pull factors that have been
identified as encouraging migration from rural to urban areas.

In Australia, the level of socioeconomic disadvantage, that is, the availability of
education, social, health, recreation, and employment services and opportunities, is
related to the size of the rural community (Pretty et al. 2006). Rural areas have
usually been overrepresented in the distribution of Australian socioeconomic
disadvantage (Ciurej et al. 2006). Out-migration occurs because of the socioeco-
nomic disadvantage present in smaller rural towns, but the disadvantage is also a
result of the out-migration and the loss of social and human capital. Many
individuals are motivated by economic considerations when considering a rural
to urban migration, which invariably involves a change of employment and
housing (Karuppannan 2011). The major cities often offer better employment
outcomes (Tang et al. 2014). In recent years, Australia has seen several extreme
weather conditions including severe bush fires, flooding and droughts. In regional
Australia, farmers and graziers have been struggling for steady incomes off the
land as they are vulnerable to such natural disasters (Karuppannan 2011). Rural
areas have less opportunities for employment and occupation growth and progres-
sion, meaning that individuals’ dissatisfaction with their careers may constitute an
important push factor.

The outflow of young, skilled, educated people is associated with a loss of
significant social and human capital. Young people, in particular, are likely to
move from a rural to an urban environment for more opportunities (Pretty et al.
2006). Smaller, rural communities have a lack of structural or functional factors
(Eversole 2001). For example, some towns have a lack of educational facilities, with
youths having to board in nearby towns for high school education, or move to the
major towns to attend university. Given that youth are the future of the community,
their relocation takes away energy, ideas, and part of the identity of the town. This
has created a sustainability crisis with many small towns in Australia, with rural
areas having an increasingly older age profile (Kettlewell 2010). The loss of young
people represents a significant barrier to the development of a rural towns—yet there
are a limited number of immigrants who would prefer to live in a rural town than a
major city, and therefore fill a vacuum (Hugo et al. 2013).
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Immigrants are needed in rural areas because they bring crucial skills and
knowledge, growth of rural economies, and are a major component of local labour
supply, particularly in the industries of health and education. Their presence expands
communities and helps justify infrastructure and social services. Research into the
settlement of immigrant patterns shows that those who are likely to settle in rural
settings are predominantly male, and come from an English-speaking background
such as Europe, North America, or Africa, and have qualifications in a health or
education related field (Tang et al. 2014). Immigrants in non-metropolitan areas are
more likely to hold a full-time job, with a higher income than the locals (Tang et al.
2014). However, retention levels of immigrants who initially settle in regional and
remote locations appears to be low, as these areas are unable to compete with urban
areas for housing, education, health, culture and social needs (Griffiths et al. 2010).
Although immigrants may nominate a rural environment as their preference to
increase their likelihood of being allocated a visa, there is no legislation that enforces
that residents stay for an extended period of time (Birrell 2003). Thus there is a
consistent outflow of skills workers and their families from regional and remote
areas to urban areas (Taylor and Gerritsen 2014).

With a majority of the population living in the capital cities, skill shortages in
regional Australia are acute (Gerritsen 2010). This shortage, coupled with a strong
growth in the mining industry, has led to the growth of a Fly-In, Fly-Out (FIFO)
industry where workers in a town are non-residents, but travel to work in different
locations. Here, workers forgo opportunities for long-lasting employment in favour
of very high wages, and rapid career advancement in some cases. However, the use
of temporary, non-resident workers restricts the opportunities for local infrastructure
and services, meaning that these destinations are less attractive for new residents and
new businesses, which further effect existing employment shortages and local town
growth (Carson 2011; Rolfe and Kinnear 2013; Taylor and Gerritsen 2014).

Many studies consider the impact of the temporary FIFO industry on local
communities, particularly in Queensland, South Australia and Western Australia
(McKenzie 2010; Petkova et al. 2009; Tonts 2010). However, one of the common
characteristics of these studies is a discussion or analysis of a single town or small
region rather than broader analyses that incorporate multiple locations and sectors
(Hajkowicz et al. 2011). Thus there are several place-based effects that cannot be
considered, and little information details how these migration effects might vary
across different towns, areas or even states. Petkova et al. (2009) argue that there are
important patterns of the social and economic impacts of this type of migration that
varies depending on the community’s size, structure, history, and the proportion of
non-resident workforce.

To counteract the effect of people migrating to urban centres, there are several
state-specific and rural regional migration schemes that seek to reduce the proportion
of immigrants settling in capital cities, particularly Sydney (Hugo 2004). State and
federal governments are being proactive in their attempts to redirect overseas grad-
uates to rural areas. Bonus points are offered on visa for relocation to non-metro area,
and overseas graduates who studied in a designated area get five bonus points when
they apply for permanent residency (Hugo 2008). Thus this is a step towards getting
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the 65 points required to obtain residency. Several occupations also get bonuses—for
example, teachers, lawyers, and health practitioners get cash bonuses, housing
assistance, travel allowances, professional development opportunities, and
non-cash bonuses such as computers (Tang et al. 2014). However, as Tang et al.
(2014) states, “Despite the marked increase in overseas student numbers remaining in
the country, little is still known about their inter-regional migration flows and
settlement choices in the country.”

7.5.2 Interstate Migration

A number of studies have examined interregional flows at the level of the state or
territory. In Australia this equates to movement across 8 states and territories and in
New Zealand across its 16 regions (see Fig. 7.1). Studies of interstate migration
primarily draw on census data to measure changes in population. However, these
only capture movement at 1 year and 5 year intervals prior to the census. Further,
given that the release of census data is some time after its initial collection this can
often make the information several years old (McCracken 1987). While there are
many studies that describe the net migration between the states, there are fewer that
consider the drivers for such movements. These drivers outline a range of social,
economic, cultural, political, institutional, psychological and physical consideration
which influence migration decisions, yet there is no single model that explains these
decisions (Stimson and Minnery 1998). Despite suggestions that we need to look
beyond the standard push-pull factors to study interstate migration in Australia
(Stimson and Minnery 1998), it is unlikely that one single model may be used to
explain migration within Australia due to the sheer size of the country and unique
differences that exist between its constituent states and regions.

During 2013–2014, it was estimated that 349,000 people in Australia moved
interstate, an increase of 2.5% from the previous year (Australian Bureau of Statis-
tics 2015). New South Wales, South Australia, Tasmania, the Northern Territory and
Australian Capital Territory recorded migration losses, while Victoria, Queensland
and Western Australia reported increases (Australian Bureau of Statistics 2015).
People may migrate for a number of reasons, including location-specific capital, the
presence of family and friends, and known employment opportunities. Given that
each state holds responsibility for a large proportion of its own economy, the
provision of services, and that employment opportunities, particularly in the primary
industries, vary by state, states can have significant differences in their pull factors
that may encourage migration. For example, evidence shows that in Queensland,
interstate migrants are usually younger than the average resident population. This
younger age profile adds to the state’s labour force participation rate, as well as
moderating the effects of population ageing (Queensland Government Statistician’s
Office 2008). Studies also show that lifestyle factors are predominant in decisions to
migrate to Queensland (Stimson and Minnery 1998). In contrast, other states may
have other pull factors that encourage migration.
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In remote areas, population growth, and therefore economic growth, are core
ambitions of governments such as in the Northern Territory (Carson 2011; Martel
et al. 2013). An increasing number of residents moving from the Northern Territory
to areas with more amenities has been found to have left a deficit in the population
of the Territory (Golebiowska and Carson 2009). Escalator theory describes the
in-migration, usually by young and male migrants, to regions that reward new
arrivals with high wages and job promotion prospects. Savage and Fielding (1989)
draw on this theory to explain that workers can often progress their careers quickly
due to less competition for jobs and promotions by relocating to areas with skills
shortages in areas like construction, mining or defence force personnel. In areas such
as the Northern Territory, workers are often content to work in low amenity areas for
short-term periods to increase their long-term career and well-being. While these
areas are attractive to the young, it is becoming increasingly difficult to retain this
population in these areas on a long-term basis as this migration is not seen as a
permanent move (Martel et al. 2013).

The majority of inter-state migration studies use an aggregate approach that
focuses on the spatial effects, concentrating on the employment circumstances,
wage levels, housing costs, weather and amenities of the area (Karuppannan 2011;
Stimson and Minnery 1998). Studies primarily use census data to measure migra-
tion, meaning that more individual reasons such as status, lifestyle, family circum-
stances, and the role of human agency are discounted. The different states and
territories have characteristics that may be more likely to encourage someone with
a certain lifestyle choice or culture. These nuances are not picked up in aggregated
data from the Australian Bureau of Statistics, meaning that it is difficult to fully
understand inter-state migration in the Australian context.

Similar patterns have also been noted with studies of migration in New Zealand.
With an on-going interest in the dynamics of migration, several studies examine the
socioeconomic status of communities that have high migration rates. For example,
Clark and Morrison (2012) employ data from The Survey of Dynamics and Moti-
vation for Migration in New Zealand to detail movement at 2-year intervals. The
authors argue that the migration patterns differ according to income level, with both
groups moving in response to economic opportunity, but find different places and
situations to be attractive. The study employs a smaller time interval than many
Australian studies at 2 years, and while using aggregated data, determines that
individual differences are important in migration decisions. Limited studies examine
in inter-region migration within New Zealand.

7.5.3 Trans-Tasman Migration

There is a wealth of literature that examines Trans-Tasman migration, that is,
migration that exclusively takes place between Australia and New Zealand. Under
the Trans-Tasman Agreement, citizens of New Zealand and Australia have no
restrictions on migration between the two countries, and in Australia, citizens of
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New Zealand are permitted to live and work indefinitely (Bedford et al. 2000;
Markus et al. 2009). See Fig. 7.2 for a historical perspective on migration flows
between the two nations. In 2013, there was an estimated 640,770 New Zealand
citizens living in Australia, with New Zealand citizens the second largest foreign-
born group in Australia behind England at approximately 2.6% of the population
(Department of Home Affairs 2014). Trans-Tasman migration is a larger component
of New Zealand migration than of Australian migration. While New Zealanders are
most likely to migrate to Australia, Australians are more likely to emigrate to the
United Kingdom. However, according to the 2013 census, there is still a sizeable
population of some 62,712 Australians who have emigrated to New Zealand (Sta-
tistics New Zealand 2014b).

Studies of migration flows between Australia and New Zealand predominantly
employ spatially aggregated data, such as statistics from immigration controls that
detail the number of travellers completing arrival and departure cards in the two
countries and capture their next intended country of permanent residence (Bedford
et al. 2003; Brosnan and Poot 1987). Drawing on these data, studies document broad
trends in migration patterns (see, for example, Poot 2010), and consider historic
trends and some generate forecasts of future migration patterns (see, for example,
Gorbey et al. 1999). A number of studies focus on the economic push-pull fac-
tors associated with trans-Tasman migration and demonstrate the importance of

Fig. 7.2 The Trans-Tasman born population (1881–2006): Source: Poot (2010, p. 321)
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employment and economic conditions in the decision to immigrate, given that both
Australia and New Zealand share a similar culture and lifestyle. However, there are
also empirical studies that consider immigration on a more individual level, and
evaluate the push-pull factors that underpin such migration decisions. In one such
analysis, Green et al. (2008) study migrants in Australia through interviews and
surveys recording reasons for the move, maintenance of ties with New Zealand,
current national identification, responses to migration and the probability of return
migration to New Zealand. Their findings demonstrate that pull factors included
better climate, better future for their family, more job opportunities and a better
standard of living. Meanwhile, push factors included problematic personal circum-
stances in New Zealand, social problems in New Zealand society and dissatisfaction
with life in Australia.

Economic considerations are crucial in migration decisions, particularly in when
examining the pull factors that attract immigrants. One of the most often-cited
factors is earning capacity. In New Zealand there has been, at times, a lack of
economic growth (Bedford et al. 2003; Poot et al. 1988), and high rates of inflation
and unemployment (Brosnan and Poot 1987). In such times, Australia may have
better long-term employment prospects. Migration flows are sensitive to employ-
ment, and are responsive to changes in the demand for labour across the two
countries (Brosnan and Poot 1987; Gorbey et al. 1999). Further, when the value of
the exchange rate between the New Zealand dollar and the Australian dollar is poor,
the emigration rate is higher (Poot 2010). While there has been concern about the
numbers of New Zealanders migrating to Australia and the associated loss of human
capital, Hugo (2004) identifies that New Zealanders in Australia are representative of
those in New Zealand, and that the highly skilled and educated are not over-
represented in those who migrate. In Australia, New Zealand citizens have a higher
labour force participation rate compared to native-born Australians (78.2% and 68%
respectively) (Queensland Government Statistician's Office 2008). They are also
amongst the most highly paid in Australia (Pope 1985). This suggests that migrants
from New Zealand are likely to be working and may have moved seeking this
employment. Green et al. (2008) highlights that economic factors were more impor-
tant than lifestyle factors in decisions to migrate.

Alongside economic considerations which are the focus of many studies of
trans-Tasman migration, there are also cultural, environmental, life cycle, quality
of life and social reasons that feature in a migration decision (Green et al. 2008).
These are often parallel those in other countries who select Australia, such a
greater opportunities for their family, and a better climate (Green et al. 2008).
Yet these factors are rarely discussed in the literature, with most studies exclu-
sively focusing on economic factors. Given that Australia and New Zealand share
a similar history, culture and society, it is not surprising that these factors receive
limited attention.

One unique feature of Trans-Tasman migration is the relatively large proportion
of return migration, and it is noted that these patterns of return migration contrast
typical global patterns of one way migration (Markus et al. 2009). Brosnan and Poot
(1987) highlight the prevalence of citizens of New Zealand moving to Australia for a
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working holiday in a different and attractive environment, but where it is still
convenient and relatively cheap to travel home to visit family and friends. Cheap
airfares and increased technology encourage people to migrate and experience life
in a different environment, yet one that still has close physical, historical and
cultural connections to their own country. In some cases, travel between Australia
and New Zealand is cheaper than travel within the one country, and with no
restrictions on the period of time someone lives or works in the opposite country,
travel is open. To this end, several schemes are designed to provide placements for
temporary workers for seasonal work in the horticultural sector in both Australia and
New Zealand.

Under the Recognised Seasonal Employer Scheme in New Zealand and the
Pacific Seasonal Worker Pilot Scheme in Australia, low-skilled workers are
employed to work for registered and certified employers in the horticulture and
viticulture sections (New Zealand Department of Labour 2010). In Australia and
New Zealand, lower birth rates, the ageing demographic profile, increased personal
wealth, the provision of social welfare, sustained economic growth, low unemploy-
ment and higher levels of education have combined to reduce the supply of workers
who are available (or willing) to undertake physically demanding labour for rela-
tively low pay (Maclellan and Mares 2006). Much of the work completed in
Australia is unattractive to Australian citizens as it is largely based in rural and
remote locations, is considered low social status and often poorly paid for manually-
intensive work (The Australian Worker’s Union 2006). In Australia, facilitating
labour mobility is a key issue for the region, and the Scheme developed in 2008 is
important to relations with the Pacific with citizens from NZ, Tonga, and Vanuatu
participating (Gibson and McKenzie 2011). The programs reduce unmet demand for
seasonal work, particularly in the food producing industries and offer 4–6 month
contracts (Department of Education 2010). In NZ, a number of Pacific Islanders
participate in these schemes developed in 2007 which require employers to meet
certain labour conditions and be registered on a database (Ball et al. 2011). This
seasonal supply of experience labour is sustainable as arrangements allow workers to
return to their country when the demand for workers is low, thus obtaining other
work or spending time with their families (Ball et al. 2011). Measuring the partic-
ipation statistics on the Schemes is difficult and Ball et al. (2011) state that although
records of the number of workers are a new implementation, the seasonal workforce
appears to be increasing. This population of temporary workers is becoming vital to
horticulture in the two countries.

7.6 Future Work and Challenges

There exists a rich literature that has examined the characteristics and dynamics of
migration in Australia and New Zealand. In this chapter we have sought to offer a
broad overview of this body of work commencing with a look at the history of
immigration before examining the current state of migration research in Oceania.
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The current trend in the literature of examining the non-economic determinants of
migration is likely set to continue. The challenge is now to understand how the
relative roles of the economic and non-economic factors interact to drive migration
dynamics. To this end the increasing availability of individual-level data will be
important to enable researchers to explore how these roles vary based on the
individual and household characteristics along with their implications at the regional
level.

Demographic analyses points to a decline in interregional migration in Australia
and the broader region (Bell et al. 2018). Set against this emerging demographic
phenomenon, a number of interesting questions remain unanswered, including:
what is the likely role of place-based policies in terms of their effectiveness in
regional development given the reduction in people moving? And; what are the
economic consequences for this slow-down in internal migratory flows and how
do these impacts varying across the urban hierarchy? The challenge to research
wishing to explore these questions will concern the capture and assembly of
suitable data.

Future immigration policy in Australia and New Zealand is likely to continue in
the same vein whereby immigrants are selected based on their skills to address
persistent skill shortages and attempt to ameliorate the effects of ageing populations.
More work in the area of the educational, labour market and migratory pathways of
newly arrived immigrants that are essential in terms of long-term nation building is
needed. In particular immigrant pathways to regional and rural Australia and
New Zealand require more attention. A survey of new immigrants who settled in
regional and rural Australia showed that most got jobs in the areas for their skills;
most were happy in their new regional and rural homes, most intended to stay there
and most reported a warm welcome from their new neighbours (Jordan et al. 2009).
These new immigrants relieve some of the labour shortages in regional and rural
Australia and reduce the trend to population decline in many non-coastal regional
and rural cities and towns, helping to regenerate non-metropolitan Australia. The
challenge will be in assembling the necessary data to reconstruct these pathways on a
scale that will permit analyses both at the country-level as well as across Oceania.

There is no doubt that the global hunt for talent continues to intensify. OECD
nations persist in their search to attract and retain highly skilled human capital to
integrate with domestic labour supplies to bolster their economic fabric ameliorating
the negative consequences of their ageing societies. The challenge for regional
scientists, population geographers and labour economists will be to identify new
sources of data through which we can better understand the migratory pathways
through which both domestic and new international arrivals pass. Understanding
these complex pathways will be the first step to unveiling the factors that underpin
interregional migrations and how these shape outcomes for both individuals and
local labour markets.
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Chapter 8
Inter-regional and Inter-sectoral Labour
Mobility and the Industry Life Cycle:
A Panel Data Analysis of Finnish High
Technology Sector

Jaakko Simonen, Rauli Svento, Santtu Karhinen, and Philip McCann

Abstract Much of the literature on agglomeration emphasises labour mobility
between firms as a potential source of externalities. However, while there is a
large literature on interregional migration, the empirical literature on the
employment-mobility of workers within the local arena is surprisingly thin. Further-
more, there is almost no empirical evidence on the relationship between local and
non-local employment movements, especially across industries. In this paper we
analyse how agglomeration of the high technology industry as well as regional
amenities affects labour mobility. In order to do this we employ panel data on the
regional and industrial labour mobility of the Finnish high technology firms and
regional economies on a period of 1991–2007. Analysing this dataset allows us to
identify the roles which the structure of the high technology sector, regional eco-
nomic and amenity variables have played both in the inter-regional and inter-sectoral
labour mobility of high technology workers over the industry life-cycle. Our findings
confirm that the structure of the high technology sector as well as regional economic
and amenity variables have an influence on the migration decisions of the high
technology workers, and their roles vary in within-region and across-region mobil-
ity. In addition, the effects of the variables seem to vary at different stages of the
industry life cycle.
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8.1 Introduction

A large sub-set of papers on agglomeration and clustering concerns high technology
industries. High technology industry has received special interest in this field of
research because it involves the deployment of advanced scientific and engineering
skills and knowledge more than any other sector. Knowledge of high technology
firms is to a large extent embodied in their workers and the output of innovative
activity is the result of firms to appropriate this knowledge. Furthermore, the success
of places such as Silicon Valley and other similar high technology agglomerations in
other countries have increased interest in research relating to agglomeration pro-
cesses especially within the high technology industries. Empirical evidence has
shown that workers in the high technology industries are also highly mobile com-
pared to the workers in many other industries. Power and Lundmark (2004), for
instance, show that in the mid-1990s labour market mobility was significantly higher
in the high technology clusters than in the rest of the urban economy in Sweden.
Given the important contribution that the high technology sectors make to overall
economic growth, understanding the mechanisms by which these sectors generate
and transmit knowledge is seen as very important. The mobility of human capital is
one such potential mechanism, and a variety of evidence suggests that the rapid
growth of these high technology sectors and clusters was accompanied by very high
rates of labour turnover and mobility among the professional and production
workers (Angel 1991; Carnoy et al. 1997; Fallick et al. 2006; Power and Lundmark
2004; Saxenian 1994).

For these high technology sectors there is a small number of papers which
indirectly deal with various aspects of inter-firm, inter-sector and inter-regional
labour mobility (Audretsch and Stephan 1996; Almeida and Kogut 1999; Arita
and McCann 2000; Mukkala 2008; McCann and Simonen 2005; Simonen and
McCann 2008, 2010). Yet, apart from Simonen et al. (2016) modelling the explicit
links between these high technology labour mobility flows and the specific features
of the region or industry has not as yet been comprehensively attempted. From
labour economic theory, there are strong grounds for assuming that the labour
mobility and matching processes may be rather different between inter-firm, intra-
sector, inter-sector, intra-regional, or inter-regional movements. Yet, our knowledge
of exactly which processes dominate in which particular contexts is still very limited.
This chapter therefore aims to move this research forward by examining a detailed
Finnish dataset covering some approximately 117,000 workers per year in
1991–2007.1 We investigate the patterns of high technology employment change

1In Finland high technology firms and their success in international markets has been an engine of
economic growth over the past two decades. The strong growth of information and communication
technology cluster in the 1990s (led by Nokia Corporation) made Finland internationally known as
a small technology intensive economy where economic growth is mainly based on technology
know-how. The strong high technology sector had an extremely important role especially in early
1990s when the Finnish economy was recovering from deep recession. For instance in 2008, the
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in different parts of Finland, and examine the key underlying features driving these
inter-firm intra-industry, intra-region and inter-region flows over the industry life-
cycle.

The rest of the chapter is organised as follows. In the next section we provide a
brief review of the current literature by focusing on the question of how agglomer-
ation externalities and other regional features affect labour mobility. In Sect. 8.3 we
discuss the data and variables used in our empirical analysis, and Sect. 8.4 reports
our empirical results based on a series of panel data models. Section 8.5 provides
some brief conclusions.

8.2 Agglomeration, Industry Life-Cycles and Labour
Mobility

In general, workers change jobs and locations according to the existing geography of
jobs. The balance between the advantages and costs associated with agglomeration
heavily shape the spatial patterns of labour flows and these flows are also likely to
depend heavily on the prevailing macroeconomic conditions.

One of the most important reasons for the emergence of industrial agglomeration
are the benefits which local (skilled) labour pool provides for firms (Hanson 2000).
The geographical proximity of many firms generally assumed to facilitate
job-matching and employment switching (Di Addario 2011; de Blasio and Di
Addario 2005; Scott and Storper 1990). Labour mobility between firms is argued
to be an important means of transferring knowledge and fostering innovation
(Almeida and Kogut 1999) by reducing the costs of job search (Di Addario 2011;
Angel 1991). A large local labour pool typically gives firms flexibility regarding the
number of workers hired and functional flexibility in the kinds of labour skills
employed (Kim 1987) while the mobility of labour provides great flexibility also
for both start-up firms and existing producers in putting together requisite teams of
skilled professional and production workers. Rather than hiring workers at the entry
level and generating skills in-house, firms are able to respond swiftly to changing
labour demands by hiring experienced workers from the local labour market (Carnoy
et al. 1997; Angel 1991). Proximity also provides benefits for people with high-level
human capital, who tend have relatively greater employment opportunities and wage
premia and who also tend to change jobs relatively frequently. These general
arguments would tend to point to migration flows being primarily towards agglom-
eration centres, especially for high skilled workers such as those in high technology
fields, we would expect these effects to be clearly evident (De La Roca and Puga
2016).

share of high technology sector was about 6% (in 1989, 3.6%) of the total labour force and almost
18% of the total export (in 1991, 6%) (Simonen et al. 2015).
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At the same time, however, agglomeration and labour mobility can also have
negative effects for high technology firms and workers. Intensive intra-regional and
inter-firm worker mobility may break up existing research teams and lead to the
dissipation of knowledge and resources to competing firms (Angel 1991; Traore and
Rose 2003), while a tendency to use short-term and subcontracted employment
creates worker instability and (Carnoy et al. 1997). Similarly, in the case of the
industry-specific shock, high levels of localisation may cause difficulties for workers
to find a job if most of the employers in the region are in the same negatively shocked
industry. Thus living and working in a specialized city or region may expose a
worker to greater of risk losing a job. These arguments also suggest that migration
flows will also be heavily dependent on aggregate fluctuations in the fortunes of
particular sectors.

In the case of advanced and high technologies, labour mobility is also likely to be
heavily dependent on the industry life-cycle, because the life-cycles of these types of
technologies tend to be rather short, displaying as new generations of technologies
rapidly emerge from different sub-sectors or places. Indeed, following the analyses
of Potter and Watts (2011), by looking at the development of employment of the
Finnish high technology sector we see in Fig. 8.1 that both national and regional
employment trajectories follow a patterns which is something like a logistic curve
(the s-shape dotted line curve in top-left in Fig. 8.1), exactly as the industry life cycle
theory would suggest. In Fig. 8.1 we see that while the national patterns corresponds
closely to the logistic curve type of shape, the specific trajectories are slightly
different for each of the different high technology city-regions of Finland; Tampere,
Oulu, Jyväskylä, with some also facing downturns.

Similar types of development paths have also been found in number of empirical
studies which have analysed the evolution of regional agglomerations (Potter and
Watts 2011). Importantly for our purposes, however, is the fact that in addition to the
agglomeration and clustering types of influences on labour mobility flows and
behaviour, there are also likely to be aggregate life cycle types of effects on these
flows. In Sect. 8.3 we provide some figures which show how labour flows are linked
to industry life cycles.

Mukkala (2008) and Mukkala and Tohmo (2013) have studied mobility of highly
educated workers within the high technology sector in Finland using the individual
level data. However, in their research the scope of regional and industrial analysis as
well as length of the observation period are much more limited compared to our
research. In this study we move beyond existing analyses (Simonen et al. 2016;
Mukkala 2008; Mukkala and Tohmo 2013) to identify the major characteristics and
drivers of these flows over time at a detailed firm, sub-industry and regional levels.
In order to investigate the nature of these flows in the context of the Finnish high
technology industries we develop a panel data analysis of different types of labour
mobility behaviour between firms, sub-sectors and regions.
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8.3 Data and Variables

The regional labour mobility data that we employ is derived from the Finnish
Longitudinal Employer–Employee Database (FLEED) maintained by the national
statistical authority, Statistics Finland. The data covers all of the workers employed
in high technology industries in Finland in 1991–2007, approximately 117,000
workers per year. Our dataset is also comprised of all the Finnish high-technology
establishments, as defined according to the standard industrial classification 2002
(SIC 2002) and listed in Table 8.1.

The regional-level used for this research is NUTS4 area level, and this is the most
frequently used unit of analysis in these types of regional growth studies in Finland.
NUTS4 is a somewhat smaller area classification than is often used in other research

Fig. 8.1 The development of the high technology employment in Finland and some selected
regions in 1989–2012
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in European states. However, it is appropriate in the Finnish case because it is the
smallest administrative area where the required data is extensively available, thereby
providing the requisite level of micro-detail, and also because this is the geographic
area (a total of 71 regional units) which best describes the commuting areas of
Finland, given Finland’s particular spatial population distribution.2

For the workers in these industries we classify the labour mobility behaviour of
these high technology workers into five different and mutually exclusive categories
defined as:

• Category 1: Remain in the same high-tech firm within the same industry and
region

• Category 2: Change the firm within the region and stay within the same high-tech
industry

• Category 3: Change the region but stay within the same high-tech industry
• Category 4: Change the high-tech industry within the same region
• Category 5: Change the high-tech industry and the region

For consistency in categories 3–5 we only use outflow numbers of employees
across industries and regions rather than inflow numbers. We focus on only the
labour mobility within high technology sector, not mobility between the high
technology sector and other sectors in Finland. Workers may or may not change
their residential location. Labour flows from high technology sector to other sectors
are not considered as dependent variables. We analyse labour flows by looking at
those employees who switch their job in particular year. For instance, in year 2000,
the labour flow values show the number of employees who worked in different job in
2001. The last year pair in our panel data is 2006–2007.

We shall estimate various panel models in order to test the relationship between
the different types of high technology labour mobility and the importance of various
regional variables related to the region of origin. In order to begin this we first
reclassify the five mobility categories into three data sets as follows.

Table 8.1 High technology industries (SIC 2002)

Manufacture of pharmaceuticals, medicinal chemicals and botanical products (244)

Manufacture of office machines and computers (30)

Manufacture radio, television, communications equipment and apparatus (32)

Manufacture of aircraft and spacecraft (353)

Manufacture of medical, precision and optical instruments (33)

Telecommunications (642)

Computers and related activities (72)

Research and Development (73)

Architectural and engineering activities and related technical consultancy (742, 743)

2Due to the availability of the data, the number of regions in our study is 70 for the period of
1991–2007.
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In the first case (Model 1) the dependent variable is defined as the share of movers
(i.e. those persons which exhibit any of the above mentioned mobility categories
2–5) of the total high technology labour in a region.

In the second case (Model 2) the dependent variable is the share of those movers
that change the region (i.e. those persons which exhibit categories 3 and 5) of the
total high technology movers in a region. The person may or may not have changed
the high technology industry. The estimations exclude workers who remain in a
same high-tech firm in a region (i.e. category 1).

In the third case (Model 3) the dependent variable is the share of those movers
that change the industry (i.e. those persons which exhibit categories 4 and 5) of the
total high technology movers in a region. The person may or may not have changed
the region. Also these estimations exclude workers who remain in a same high-tech
firm in a region.

In models 4–7 the dependent variables are the shares of workers which exhibit in
different categories of the total movers in a region.

Table 8.2 provides of descriptive statistics of these variables in a period of
1991–2007 across the regions. As is clearly evident, when people change job they
often also change region. This may well be a function of the relatively sparse and
dispersed spatial structure of the Finnish economy.

Figures 8.2–8.4 show how the high technology employment and the mobility in
total, between regions and high technology industries, and in different categories
have developed in absolute values in 1990–2006. The value in particular year shows
how many employees left their current job at that year. We see that during the first
years of ICT life-cycle growth, 1993–1996, labour mobility was quite modest,
slightly below 7000 on average (Fig. 8.2). However, after that from 1997 to 2000
mobility increased significantly. In 2001, there was a dramatic turnaround in mobil-
ity. Just after the IT-bubble was collapsed, number of employees who switched their
job dropped almost 3000 employees compared to year 2000. After 2004 labour
mobility started to increase again. Similar kind of pattern can be seen both in inter-
regional and inter-industry mobility (Fig. 8.3). In a same way we see that all type of
mobility increased during the growth period, and also decreased after the crash of
IT-bubble (Fig. 8.4). However, it seems that only Category 2 type of mobility, and to
some extent Category 3 type of mobility increased after 2004. Other type of mobility
increased only slightly.

Figure 8.5 shows how the labour mobility developed as a share of total high
technology employment. We see that during the first years of growth the share of
movers, as a percentage of total employment, first increased but then dropped for
couple of years. After that the share increased in a similar way as the absolute
mobility until 2000. After 2000 mobility dropped almost 4% points by the end of
2003. In 2006 it finally reached the level of 1999. When we are looking at the inter-
regional (i.e. Categories 3 and 5 together) and inter-industry mobility (Categories
4 and 5 together) as a share of movers (Fig. 8.6), we see that during the first years of
growth the share of inter-regional mobility actually decreased. Inter-industry mobil-
ity in turn increased. After 1995 the development was the opposite.
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Fig. 8.2 Total high technology employment and labour mobility in absolute values in 1990–2006

Fig. 8.3 Total high technology employment and inter-regional and inter-industry mobility in
absolute values in 1990–2006
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Fig. 8.4 Total high technology employment and mobility in absolute values in different categories
in 1990–2006

Fig. 8.5 Total high technology employment (right axis) and the labour mobility of the total high
technology employment (left axis)
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When we are looking at Fig. 8.7, i.e. the how mobility has developed in different
categories, as a share of total movers, we see that in the early years of growth, it
became more and more common to switch the job especially within the same high
technology industry in same region (Category 2 type of mobility). But this same
happened also in categories 4 and 5 even if not that clearly. At the same time
Category 3 type of mobility, i.e. people switch their job without switching the
industry but moving to another region, became less common. Actually in 1995 it
was equally common that employees switch region within the same industry (Cat. 3)
or they switch industry within the same region (Cat. 4) However, after 1995
Category 3 type of mobility remained more common type of mobility compared to
Category 4 and 5. The decrease in inter-industrial mobility, that we saw in Fig. 8.6, is
realised in both type of mobilities (Cat. 4 and 5).

What happened was that during the early period of growth inter-industrial and
intra-regional mobility increased, inter-regional mobility generally decreased. How-
ever, during the last years of growth also inter-regional labour mobility started to
increase, although very slightly. Interestingly, at the same time when inter-regional

Fig. 8.6 Total high technology employment and the shares of inter-regional and inter-industry
movers
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Fig. 8.7 Total high technology employment and the shares of different categories of the total
movers
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mobility started to increase especially in Category 3 (inter-regional intra-industry
mobility), Category 4 type of mobility (intra-regional inter-industry mobility) started
to decrease.

If we are to analyse labour mobility over time we must control for the different
trends and fluctuations which are evident between the different categories of migra-
tion. Of course, it is likely that the crash of IT-bubble caused a nationwide structural
change in Finnish labour mobility, in that the mobility of employees, in absolute
terms, decreased significantly in all its forms. At the same time the share of total high
technology as a percentage of total employment also dropped for couple of years
(Fig. 8.5). Yet, the share of the intra-industry type of mobility (Categories 2 and 3)
did not drop. The same happened in the case of Category 5 type of mobility. Indeed,
the only form of labour mobility which became significantly less common was inter-
industry mobility inside the region (Category 4). As such the picture is rather more
nuanced than might at first appear.

In order to model these different types of high technology worker mobility, we
employ various independent explanatory variables some of which are specific to the
regional high technology sector and some of which reflect general state of the regional
economy. The large literature on labour mobility suggests that each of these variables
ought to influence worker mobility patterns. The following sections which provide
the definitions of our variables draw largely from Simonen et al. (2016).

Our first independent explanatory variable is the Location Quotient of the high
technology sector, which captures the region’s relative specialisation in high tech-
nology activities.

Our second variable reflects the Diversity of the high technology sector, and for
this we use the well-known Shannon index. The Shannon index is an entropy
measure which was originally developed in the field of information sciences and
this index captures two features of diversity, namely richness and evenness. For this
particular research the index has been calculated using the number of establishments
in each of the nine different high-technology industry sub-sectors, and is calculated
as follows:

SIi ¼ �
X9

j¼1
sijlnsij,

where sij is the share of industry j of the total high technology sector in region i. The
larger is the number of industries and the more evenly distributed are the high-tech
establishments across these industries, the higher is the value of this measure in a
particular region.3

3The difference between commonly used Herfindahl-Hirschmann index (HHI) and Shannon index
is that the HHI assigns higher weights to the largest branches than does the Shannon Index.
Therefore the value of HHI is largely driven by the share of the dominant branch, whereas the
value of the Shannon Index depends more strongly on shares of several industries. Therefore, it
reflects more accurately the variety of the high technology sector in terms of how many industries,
including even small ones, are present in a region (Aiginger and Davies 2004; Simonen et al. 2015).
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Our third high technology variable is the Number of the high technology estab-
lishments in the region (defined on a natural logarithmic scale). This gives a measure
of the likely density of different employment roles and opportunities available in a
locality. Taken together these first three variables capture the regional and sectoral
specialisation, diversity and density of Finnish high technology employment
patterns.

Our fourth high technology variable is the share of the high technology service
establishments of the total high technology establishments in the region. According
to the Simonen et al. (2015), high technology services have played an important role
in regional development in Finland in the period of 1994–2008 because the share of
employment in high technology services has increased significantly since 2000
while that of high technology manufacturing employment has fallen. A greater
share for high technology service employment might be expected to increase
job-mobility because the necessary skills required to fulfil the employment tasks in
these service sectors, tend to be more generic in nature than in science-based or
manufacturing sectors.

In addition to these four variables specific to the high technology sectors we have
also used two additional variables to control for regional aggregate trends affecting
these sectors. These variables are firstly the Proportion of the high technology sector
workers who leave the high technology sector but stay employed (either within the
region or in another region), and secondly, the Proportion of the workers who leave
high technology sectors and become unemployed (either within the region or in
another region). As with Simonen et al. (2016), these variables are both calculated as
a percentage of the total high technology labour force within the region, and are
calculated to control for any possible increased employment-termination rates in one
or more of the local high technology industries.

We also include four independent explanatory variables which reflect the broad
economic characteristics of each region but which are independent of high technol-
ogy issues. Our first region-specific variable is the Population density, and the
second region-specific variable that we control for is the Proportion of the service
establishments in the private sector. This second variable is expressed in terms of the
difference between the regional value and the average value across all of the regions,
and is intended to measures the relative service intensity of the region. The third
region-specific variable is the Growth rate of the establishments in private sector,
and this is used as a proxy for the general economic conditions in a region, and our
fourth regional control variable which is the Proportion of the total population who
are unemployed.

The correlation matrix and the summary statistics regarding all of the explanatory
variables over the whole period of 1990–2006 are presented in Appendix Tables 8.8
and 8.9.

Our modelling approach is the following. We start with the panel model which is
aimed at identifying which factors affect the mobility of high technology workers in
general. After that we analyse whether there are similarities or differences between
inter-regional and inter-sectoral employment mobility patterns. As we see below our
results demonstrate that the influences on these distinct types of employment-
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mobility patterns are quite different. For this reason we then move on to a discussion
of the results of panel models which examine the influences on the four different
individual categories of employment-mobility behaviour; inter-firm within the same
high tech industry and region, inter-regional within the same high tech industry,
inter-industry within the same region, and finally combination of inter-industry and
inter-regional employment movement. In other words, we analyse the movement of
workers, who have made the decision to change jobs. Again, we see that the
differences are very marked. We also employ panel models for two different time
periods; 1990–2000 and 2001–2006. The idea is to provide a picture how different
factors effect labour mobility in different stages of industry life-cycle. These results
produce a consistent picture which is quite different to many of the assumptions
implicit in much of the existing literature. In all forms of models the dependent
variables are based on the outflows of employees across high technology industries
and regions, who stay employed after switching the firm, industry or region, or
combination of these.

8.4 Results and Discussion

We begin with our three panel models (Random effects models4) examining the
major influences on high technology labour mobility in general, inter-regional
mobility, and inter-industry mobility.

Column 1 in Table 8.3 presents the results of the first panel model for a period
1990–2006 which estimates how different regional general economic and high
technology sector specific factors affect the extent of the labour mobility, indepen-
dently of the destination. Our dependent variable is the share of movers (i.e. those
persons who exhibit any of the above mentioned mobility Categories 2–5) of the total
high technology labour in a region. As we may expect, greater levels of Location
quotient of the high technology sector, which reflects the region’s relative special-
isation in high technology activities in comparison to the national average, have a
positive and significant effect on inter-firm mobility. High levels of labour flows
from high technology sector to unemployment are also associated with greater
employment-mobility. In contrast, unemployment, regional economic growth and
high number of high technology establishments tend to reduce mobility as does high
local levels of high technology industrial diversity. Although these results are in line
with expectations they do, however, raise the question to what extent they are related
to only inter-regional or inter-industrial movement, or whether they are actually
related to both types of labour mobility.

Column 2 in Table 8.3 presents the results of the second panel model where we
look at the shares of workers who change regions relative to the total movers,

4We decided to use Random effect models based on the Hausman test. Only in a case of model
1, column 2 in Table 8.4 have we used a Fixed effect model.
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Table 8.3 Models 1–3. Random effects model

Variable (regional variables)

The
coefficients of
Model 1
(p-value in
parenthesis)

The
coefficients of
Model 2
(p-value in
parenthesis)

The
coefficients of
Model 3
(p-value in
parenthesis)

Intercept/Constant 0.1687
(<0.0001)***

1.3302
(<0.0001)***

0.1611
(0.2338)

Population density �0.0001
(0.1680)

�0.0003
(0.0022)***

�0.0000005
(0.9949)

Proportion of the service establishments
(private sector) (difference to the average
across regions)

0.0008
(0.1200)

0.0029
(0.2448)

�0.0041
(0.0140)**

Unemployment rate �0.0020
(<0.0001)***

�0.0053
(<0.0001)***

0.0020
(0.0247)**

Growth rate of the establishments (total in
private sector)

�0.0010
(0.0002)***

�0.0043
(0.0026)***

0.0030
(0.0023)***

Location quotient of the high technology
sector (employment)

0.0154
(0.0117)**

�0.0164
(0.4864)

0.0644
(<0.0001)***

Diversity of the high technology sector,
(Shannon index, nine industries)

�0.0249
(0.0122)**

�0.0919
(0.0723)*

0.0323
(0.3741)

Number of the high technology establish-
ments (in logarithmic (ln) scale)

�0.0156
(<0.0001)***

�0.0664
(<0.0001)***

0.0221
(0.0558)*

Share of the high technology service
establishments of the total high technology
establishments

0.0003
(0.4130)

�0.2452
(0.1739)

�0.2000
(0.1155)

Labour flow from high technology sector to
unemployment (%-share of the total H-T
employment)

0.0009
(0.0021)***

0.0040
(0.0067)***

�0.0006
(0.5630)

Labour flow from high technology sector to
other sectors (%-share of the total H-T
employment)

�0.0001
(0.4974)

�0.0027
(0.0203)**

�0.0005
(0.5700)

Number of obs 1094
(average
group size
15.63)

1094
(average
group size
15.63)

1094
(average
group size
15.63)

R-square 0.33 0.38 0.27

Notes: Model 1: High-tech mobility, Model 2: Inter-regional mobility, Model 3: Inter-industry
mobility
White/Hetero. corrected covariance matrix used. Variances assumed equal within groups
*,** and *** indicate significance at the level of 10%, 5% and 1% level, respectively

166 J. Simonen et al.

bbiagi@uniss.it



i.e. inter-regional mobility. We exclude those workers who do not change their job.
The dependent variable is then the share of persons who exhibit Categories 3 and 5 in
comparison to the total high technology movers in a region. There are many factors
which decrease the mobility of workers. The lower levels of inter-regional mobility
shares are associated with population density, unemployment rate, regional eco-
nomic growth and number of high technology establishments, but also high tech-
nology industrial diversity as well labour flows from high technology sector to other
sectors. Only high labour flows from high technology sector to unemployment
increases the regional outflows. At the same time, interestingly, features such as
high levels of service activities as well as region’s relative specialisation in high
technology activities and high share of high technology services play no statistically
significant role in determining inter-regional employment-mobility.

Column 3 in Table 8.3 presents the results of the third panel model where we
examine the employment-mobility between high technology sectors. The dependent
variable is the share of those movers that change the industry relative to the total
high technology movers in a region (i.e. the share of people who exhibit Categories
4 and 5). The person may or may not have changed the region. These estimations
also exclude workers who remain in a same high-tech firm in a region. The results
show that economic growth and region’s relative specialisation in high technology
activities (measured with the location quotient) are associated with greater shares of
inter-sectoral mobility as are the unemployment level and the high number of
regional high technology establishments. High levels of service activities are in
turn negatively associated with employment-mobility between high technology
industries.

The widely differing results of the three models suggest that there are very
different influences on inter-firm, inter-regional and inter-industrial employment-
mobility. As such, discussions regarding the ‘mobility’ of high technology workers
between jobs are far too general to be meaningful, because it depends on what type
of mobility we are actually considering.

In order to deepen our analysis of labour mobility while explicitly allowing for
the heterogeneity of employment-mobility patterns, we therefore now utilise the data
in a way that we use individual Categories 2–5 described above, and measure their
shares of the total regional high technology movers.

Table 8.4 reports the results of models 4–7. As we see, especially urbanisation,
the degree of unemployment and the high number of high technology establish-
ments, but also economic growth, industrial diversity, share of high technology
services and labour flows outside high technology sectors are positively associated
with inter-firm, intra-region mobility (model 4). As one would expect, the flow from
high technology sector to unemployment is negatively associated with Category
2 type of mobility.

In contrast to inter-firm, intra-regional mobility, population density
i.e. urbanisation, the degree of unemployment, economic growth and the high
number of high technology establishments as well as industrial diversity are nega-
tively associated with, inter-regional intra-industry, i.e. Category 3 type of mobility
(model 5). Now only the share of high technology services and labour flows from

8 Inter-regional and Inter-sectoral Labour Mobility and the Industry. . . 167

bbiagi@uniss.it



Table 8.4 Models 4–7. Random effects model

Variable (regional
variables)

The
coefficients of
Model 4
(Cat.
2 mobility)
(p-value in
parenthesis)

The
coefficients of
Model 5
(Cat.
3 mobility)
(p-value in
parenthesis)

The
coefficients of
Model 6
(Cat.
4 mobility)
(p-value in
parenthesis)

The
coefficients of
Model 7
(Cat.
5 mobility)
(p-value in
parenthesis)

Intercept/Constant �0.3379
(0.0712)*

1.2639
(<0.0001)***

0.0813
(0.3490)

0.1061
(0.3200)

Population density 0.0003
(0.0036)***

�0.0003
(0.0029)***

�0.000005
(0.9200)

�0.00001
(0.8837)

Proportion of the service
establishments (private
sector) (difference to the
average across regions)

�0.0018
(0.4507)

0.0054
(0.0354)**

�0.0012
(0.2866)

�0.0032
(0.0112)**

Unemployment rate 0.0051
(<0.0001)***

�0.0072
(<0.0001)***

�0.00008
(0.8896)

0.0020
(0.0045)***

Growth rate of the estab-
lishments (total in private
sector)

0.0034
(0.0002)**

�0.0064
(0.0026)***

0.0008
(0.1555)

0.0023
(0.0048)***

Location quotient of the
high technology sector
(employment)

�0.0264
(0.3157)

�0.0368
(0.1366)

0.0557
(<0.0001)***

0.0223
(0.0900)*

Diversity of the high tech-
nology sector, (Shannon
index, nine industries)

0.0928
(0.0588)*

�0.1234
(0.0194)**

�0.0027
(0.9042)

0.0333
(0.2484)

Number of the high tech-
nology establishments
(in logarithmic (ln) scale)

0.0487
(0.0009)***

�0.0685
(<0.0001)***

0.0168
(0.0201)**

0.0023
(0.8015)

Share of the high technol-
ogy service establishments
of the total high technology
establishments

0.0030
(0.0870)*

�0.0016
(0.3789)

�0.0009
(0.2499)

�0.0010
(0.3046)

Labour flow from high
technology sector to unem-
ployment (%-share of the
total H-T employment)

�0.0043
(0.0025)***

0.0050
(0.0011)***

0.0003
(0.5525)

�0.0010
(0.2531)

Labour flow from high
technology sector to other
sectors (%-share of the total
H-T employment)

0.0026
(0.0214)**

�0.0023
(0.0568)*

0.00003
(0.9520)

�0.0005
(0.4051)

Number of obs 1094
(average
group size
15.63)

1094
(average
group size
15.63)

1094
(average
group size
15.63)

1094
(average
group size
15.63)

R-square 0.30 0.36 0.37 0.16

Notes: White/Hetero. corrected covariance matrix used. Variances assumed equal within groups
*,** and *** indicate significance at the level of 10%, 5% and 1% level, respectively
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high technology sector to unemployment are positively associated with Category
3 type of mobility. The effect of high technology unemployment to the labour
mobility this is exactly we could expect.

In contrast to previous models, only region’s relative specialisation in high
technology activities and the number of high technology establishments are posi-
tively associated with inter-industrial, intra-regional mobility, Category 4 type of
mobility (model 6). At the same time, quite surprisingly, features such as high
technology industrial diversity as well as labour flows form high technology sector
to other sector or unemployment play no statistically significant role in determining
inter-industrial intra-regional employment-mobility.

Finally, Category 5 mobility (changing both region and high technology indus-
try), which in many ways is the most radical and challenging form of behaviour, is
positively associated with the unemployment rate, regional economic growth and a
region’s relative specialisation in high technology activities (model 7). Only high
levels of service activities seem to decrease the Category 5 type of mobility. No other
explanatory variables offer any explanatory power regarding this particular form of
labour mobility.

As we see, the impacts of different variables on labour mobility are both strongly
and differently felt by the different categories of mobility. As already mentioned,
there is no simple picture of high technology worker ‘mobility’, because it depends
on which specific type of labour mobility we are interested in. Our results broadly
explain inter-regional mobility rather well but not inter-industry mobility, and
especially the Category 4 type of intra-regional inter-industry mobility. In particular,
the effect of regional unemployment on labour mobility is not at all straightforward,
as already found in previous studies (Pissarides and Wadsworth 1989; Hughes and
McCormick 1981).

Tables 8.5–8.7 reports the results of panel models for two different time periods,
1990–2000 and 2001–2006. The idea is to provide information whether different
factors effect labour mobility differently in early and later stages of industry life-
cycle. As we see, mobility is positively and negatively associated with the number of
different variables on a period of 1990–2000 (Table 8.5). Instead in the period of
2001–2006, there are only three variables which are significantly associated with the
mobility in general over the period of 2000–2006. In both periods, specialisation in
high technology activities (measured with the location quotient) as well as the
number of high technology establishments are associated positively with
employment-mobility. When we are looking at the inter-regional mobility, we see
that effects of the variables are highly similar (their signs remain same) in a period of
1990–2000 and over the whole period. However, again none of the variables is
significantly associated with this type of mobility in a period of 2000–2006. On the
other hand, when we look at the inter-industry mobility, results for both sub-periods
are in the line with the results of the whole period. Economic growth, region’s
relative specialisation in high technology activities as well as the unemployment
level are associated positively and the levels of service activities negatively with
employment-mobility between high technology sectors. Table 8.10 summaries the
effect of different variables in different sub-periods.
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Table 8.6 Models 4–5. Random effects model

Variable (regional variables)

The coefficients of Model 4
(p-value in parenthesis)
Category 2

The coefficients of Model 5
(p-value in parenthesis)
Category 3

Periods 1990–2000 2001–2006 1990–2000 2001–2006

Intercept/Constant �0.3477
(0.1023)

0.2264
(0.5654)

1.3704
(<0.0001)***

0.9117
(0.0190)**

Population density 0.0007
(<0.0001)***

�0.0003
(0.1689)

�0.0007
(<0.0001)***

0.0002
(0.2404)

Proportion of the service
establishments (private sector)
(difference to the average
across regions)

�0.0072
(0.0122)**

0.0074
(0.0863)*

0.0100
(0.0030)***

�0.0019
(0.6373)

Unemployment rate 0.0111
(<0.0001)***

�0.0102
(0.0354)**

�0.0127
(<0.0001)***

0.0029
(0.5525)

Growth rate of the establish-
ments (total in private sector)

0.0038
(0.0042)***

�0.0084
(0.1135)

�0.0061
(<0.0001)***

�0.0013
(0.8126)

Location quotient of the high
technology sector
(employment)

0.0079
(0.7714)

�0.0908
(0.0665)*

�0.0386
(0.3398)

�0.0041
(0.9212)

Diversity of the high technol-
ogy sector, (Shannon index,
nine industries)

0.0103
(0.8550)

0.1534
(0.1205)

�0.455
(0.4828)

�0.1896
(0.0519)*

Number of the high technol-
ogy establishments
(in logarithmic (ln) scale)

0.0598
(0.0003)***

0.0258
(0.2841)

�0.0799
(0.0001)***

�0.0395
(0.0818)*

Share of the high technology
service establishments of the
total high technology estab-
lishments (%)

0.0012
(0.5395)

0.0005
(0.8690)

�0.0012
(0.5775)

�0.0008
(0.8008)

Labour flow from high tech-
nology sector to unemploy-
ment (%-share of the total H-T
employment)

0.00009
(0.9517)

�0.0043
(0.3794)

0.0010
(0.5277)

0.0052
(0.2768)

Labour flow from high tech-
nology sector to other sectors
(%-share of the total H-T
employment)

0.0024
(0.0525)*

0.0019
(0.4173)

�0.0024
(0.0806)*

�0.0003
(0.8813)

Number of obs 676
(average
group size
9.66)

418
(average
group size
5.97)

676
(average
group size
9.66)

418
(average
group size
5.97)

R-square 0.41 0.39 0.48 0.39

Model 4: Cat 2, Model 5: Cat 3, for both sub-periods

172 J. Simonen et al.

bbiagi@uniss.it



Table 8.7 Models 6–7. Random effects model

Variable (regional
variables)

The coefficients of Model 6
(p-value in parenthesis)
Category 4

The coefficients of Model 7
(p-value in parenthesis)
Category 5

Periods 1990–2000 2001–2006 1990–2000 2001–2006

Intercept/Constant 0.1504
(0.1958)

0.0142
(0.9369)

0.1969
(0.8854)

0.1236
(0.5773)

Population density �0.0000001
(0.9982)

0.00008
(0.7792)

0.000004
(0.9707)

�0.000007
(0.9603)

Proportion of the service
establishments (private
sector) (difference to the
average across regions)

�0.0002
(0.9012)

�0.0043
(0.0368)**

�0.0041
(0.0172)**

�0.0038
(0.1319)

Unemployment rate �0.0003
(0.6343)

0.0036
(0.0824)*

0.0021
(0.0135)**

0.0033
(0.2081)

Growth rate of the estab-
lishments (total in private
sector)

0.0005
(0.4418)

0.0072
(0.0002)***

0.0020
(0.0222)**

0.0039
(0.1525)

Location quotient of the
high technology sector
(employment)

0.0542
(<0.0001)***

0.0474
(0.0042)***

0.0101
(0.5104)

0.0838
(0.0019)***

Diversity of the high tech-
nology sector, (Shannon
index, nine industries)

0.0026
(0.9362)

�0.0896
(0.0436)**

0.0200
(0.6022)

0.0552
(0.3560)

Number of the high tech-
nology establishments
(in logarithmic (ln) scale)

0.0159
(0.0888)*

0.0144
(0.2734)

0.0093
(0.4212)

�0.0348
(0.0374)**

Share of the high technol-
ogy service establishments
of the total high technol-
ogy establishments (%)

�0.0015
(0.1686)

0.0004
(0.7970)

�0.0001
(0.9058)

�0.00005
(0.9795)

Labour flow from high
technology sector to
unemployment (%-share
of the total H-T
employment)

�0.00003
(0.9741)

0.0026
(0.1668)

�0.0005
(0.5964)

�0.0037
(0.1361)

Labour flow from high
technology sector to other
sectors (%-share of the
total H-T employment)

0.0002
(0.8082)

�0.0016
(0.0586)*

�0.0005
(0.5317)

�0.0007
(0.5394)

Number of obs 676
(average
group size
9.66)

418
(average
group size
5.97)

676
(average
group size
9.66)

418
(average
group size
5.97)

R-square 0.44 0.49 0.19 0.37

Notes: Model 6: Cat 4, Model 7: Cat 5, for both sub-periods
White/Hetero. corrected covariance matrix used. Variances assumed equal within groups
*,** and *** indicate significance at the level of 10%, 5% and 1% level, respectively
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All in all we may say that by comparing inter-regional and inter-industrial labour
mobility, it is the inter-regional labour mobility (Categories 3 and 5) which is more
clearly linked to the industry life-cycles (Tables 8.6 and 8.7). In the early stages of
life-cycle, there is a number of variables which appear to decrease labour mobility
out of the region and increase people’s willingness to remain in the region. Only the
levels of service activities are positively associated to the inter-regional labour
mobility, and our regional variables do appear to broadly capture the decreasing
trend of inter-regional mobility during in the growth period. However, in the later
stages of life-cycle, none of our variables seem to play a role in inter-regional
mobility. We know that mobility is a largely pro-cyclical phenomenon and this
may also be the case in terms of industry life-cycles, suggesting that the drivers of
labour mobility as typically understood tend to be rather more associated with the
earlier stages of the industry life-cycle than the later stages.

8.5 Conclusions

The major finding from this analysis is that we cannot talk simply of high technology
worker ‘mobility’, because there are different forms of high technology worker
mobility, each which is influences in different ways by different factors and at
different time periods. Of all of the different types of labour mobility behaviour it
is the intra-industry mobility, of both intra-regional and inter-regional forms, which
is the most significantly linked to the industry life-cycles and textbook types of
arguments. Interestingly, neither the share of the high technology services and nor
the labour flows to unemployment from high technology sectors have any role in any
specific type of labour mobility nor at any stage in the life-cycle of the industry.
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Table 8.9 Values of the explanatory variables over the whole period of 1990–2006

Variable N Mean
Std
Dev Minimum Maximum

Population density 1094 35.36 106.79 0.55 918.07

Proportion of the service establishments
(private sector) (difference to the average
across regions)

1094 0.25 5.87 �16.71 14.64

Unemployment rate 1094 18.53 7.96 1.04 47.60

Growth rate of the establishments (total in
private sector)

1094 0.36 4.92 �36.77 47.82

Location quotient of the high technology
sector (employment)

1094 0.49 0.60 0.03 5.18

Diversity of the high technology sector,
(Shannon index, nine industries)

1094 1.14 0.20 0.23 1.61

Number of the high technology establish-
ments (in logarithmic (ln) scale)

1094 4.09 1.24 1.10 8.72

Share of the high technology service estab-
lishments of the total high technology estab-
lishments (%)

1094 86.95 6.28 61.11 100.00

Labour flow from high technology sector to
unemployment (%-share of the total H-T
employment)

1094 5.90 5.43 0.00 38.46

Labour flow from high technology sector to
other sectors (%-share of the total H-T
employment)

1094 8.86 5.98 0.00 62.20

Table 8.10 Summary table: Statistically significant variables in different models in Table 8.5

Variables

Models and sub-periods

High
technology
mobility
(model 1 in
Table 8.5)

Inter-regional
high
technology
mobility
(model 2 in
Table 8.5)

Inter-industry
high
technology
mobility
(model 3 in
Table 8.5)

1990–
2000

2001–
2000

1999–
2000

2001–
2006

1990–
2000

2001–
2006

Intercept/Constant + + + + + + + +

Population density � �
�

Proportion of the service establishments
(private sector) (difference to the average
across regions)

+ + + + � � �

Unemployment rate � �
�

� �
�

+ +

(continued)
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Chapter 9
Ethnic and Economic Determinants
of Migrant Location Choice

Cindy Smart, Arthur Grimes, and Wilbur Townsend

Abstract This chapter addresses the determinants of migrant location choice within
the migrant’s adopted country. We focus on two sets of location determinants:
economic determinants and ethnic (country of origin) determinants. Ethnic determi-
nants are found to be important across a wide range of studies. By contrast, prior
literature indicates that impacts of economic factors differ according to the charac-
teristics both of locations and of migrants. The first part of the chapter summarises
key findings of prior studies into migrant location choice, focusing on economic and
ethnic determinants. Much of the literature in this field relates to migrants to the
United States of America. The second part of the chapter extends knowledge of
migrant location choice by considering another country that hosts a high proportion
of international migrants, New Zealand. We draw on unit record New Zealand
census data from 2013 for this analysis. The importance of ethnic (country of origin)
networks is confirmed in this analysis but so too is the importance of economic
factors. The latter finding is in contrast to much of the US based literature. It
plausibly reflects the greater emphasis that New Zealand places on skills-based
migration relative to the United States. At a technical level, this study uses the
average regional wage of the industry in which the migrant is employed, together
with region fixed effects, which may contribute to more precise estimates of wage
effects than does the more standard use of average regional wages.
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9.1 Introduction

Migration is observed at several scales, including international migration (across
countries) and inter-regional migration (within countries). An intersection of these
two scales occurs when we consider the location choice within a country of inter-
national migrants to that country. The determinants of international migrants’
location choice in their adopted country is the topic of this chapter.

Following two key strands of the literature, the study focuses on two sets of
location determinants: economic determinants versus ethnic (defined here as country
of origin) determinants. Ethnic determinants are found to be important across a wide
range of studies, but prior literature indicates that the impacts of economic factors
differ according to the characteristics of locations and characteristics of the migrants
themselves.

The chapter comprises two main parts. First, we summarise key findings of
prior studies into migrant location choice, focusing on both economic and ethnic
determinants.1 Much of the literature in this field relates to migrants to the United
States of America. These studies have the advantage of relating to a high number of
international migrants, with a wealth of available data. However, the danger of
restricting attention mainly to the US is that findings may be country-specific
reflecting, for instance, migration policies of the host country.

For this reason, the second part of this study examines determinants of inter-
national migrants’ location choice within another country that hosts a high propor-
tion of international migrants, New Zealand. We draw on unit record New Zealand
census data for this analysis. Approximately a quarter of New Zealand’s population
is born overseas. New Zealand’s nearest neighbours (New Caledonia, Tonga, Fiji
and Australia) are each at least 1800 km distant from the country’s major city
(Auckland) so proximity to an international border does not directly affect location
choices. Nevertheless, immigrants do not locate uniformly throughout the country,
tending to cluster in the larger cities. In particular, Auckland (which comprises
approximately one third of the country’s population) has nearly 40% of its residents
born outside New Zealand. These aspects make New Zealand an ideal counterpart
with which to compare results derived from countries such as the US. Both the US
and New Zealand are relatively open developed countries, so the contrasts and
similarities in findings across these countries may still be specific to open developed
countries. This observation should be borne in mind in interpreting the findings.

9.2 Key Prior Findings

Standard theories of migration have long hypothesised that economic factors such as
unemployment rates, wage levels and costs of living will influence where immi-
grants choose to settle (Harris and Todaro 1970). Separately, the social capital

1This part highlights key findings rather than covering all relevant papers in the field.
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literature indicates that culturally-related factors are likely to impact on location
choice. Bonding social capital is likely to be high where an immigrant chooses to
settle in an area with a high proportion of immigrants from the migrant’s home
country whereas bridging social capital will be enhanced by locating in an area with
diverse population characteristics (Lancee 2012; Battisti et al. 2016).

We summarise key empirical findings on migrant location choice from the social
capital related literature in Sect. 9.2.1 followed by findings on economic determi-
nants of migrant location in Sect. 9.2.2. Across these two sets of studies, empirical
work has found that culturally-related factors have significant impacts on immigrant
location whereas less importance is attached to economic factors when considered
by themselves. The interaction of individuals’ and location characteristics, however,
gives a more nuanced picture relative to the aggregate findings. We review some
of these interactive effects in Sects. 9.2.3 and 9.2.4 where we examine the roles of
language and education on migrant location choice. Section 9.2.5 examines the
importance of migrant relocation within the host country as part of the settlement
process. In Sect. 9.2.6, as a precursor to the empirical part of the paper, we review
prior findings related to migrant clustering in New Zealand.

9.2.1 The Importance of Migrant Networks

A pioneering study into migrant settlement location choices (Bartel 1989) examined
patterns of settlement for new immigrants to the United States after the 1965
amendments to the Immigration Act. Her research indicated that economic factors,
such as wage and unemployment rates of the region, were unimportant in settlement
decisions. By contrast, the percentage of the same ethnic group as the immigrants
living in that area was the most important factor across every migrant group
examined. This correlation between location choice and the proportion of migrants
from the same home country has been found in many subsequent studies. A number
of potential reasons have been suggested for the phenomenon.

The first reason relates to network effects. Benefits (positive network external-
ities) are gained from co-locating with previous migrants through the presence of
bonding social capital. There are a number of ways in which these externalities
can play out. For instance, Mexican immigrants to the United States are found to be
more likely to find jobs and be higher paid when they moved to an area with a large
Mexican migrant population (Munshi 2003). This is attributed to the migrants
obtaining job referrals from their local migrant network. Similarly, Carrington
et al. (1996) argue that the costs of migration decrease when migrants move to an
area with a high stock of previous migrants through help with securing work.
Additionally, migrant networks can reduce migration costs by helping with living
arrangements, such as through temporary lodging, or financial assistance. Culturally,
there are costs associated with adapting to a new environment, such as learning a
new language (Church and King 1983) or fitting into the new culture (Carrington
et al. 1996). By locating in an area with a well-established network of migrants from
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the same home country, new migrants can reduce both the monetary and mental
costs of this adaptive process.

However, these network externalities are not necessarily all positive, and there
may be some disadvantages to locating in areas with high migrant populations. One
example is increased competition for jobs, which lowers wages and reduces the
chance of immigrants finding work (Bauer et al. 2007, 2009; Epstein 2008). Initially,
positive externalities from having an ethnic network outweigh the negative external-
ities, but as the stock of immigrants in a given location increases, competition for
work accelerates. There is, therefore, a tipping point where there are no longer net
positive externalities to be gained from these migrant networks (Bauer et al. 2007).
Bauer et al. (2009) suggest further negative impacts of networks, such as adverse
selection leading to low-productivity workers immigrating, which may negatively
impact the high-productivity workers. The increased density of migrants also
reduces incentives to assimilate with the host country’s culture and language,
potentially trapping immigrants into ethnic enclaves and potential poverty. So
while migrant communities provide benefits to immigrants, these effects may be
mitigated by other negative externalities. These findings suggest that other theories
of migrant clustering need to be examined.

One additional explanation for the clustering phenomenon is herd effects. Herd
effects arise from migrants observing choices of previous migrants and following the
migrant flow, even if this choice does not appear to be optimal to an outsider (Bauer
et al. 2007). This explanation rests on the existence of imperfect information. A
migrant choosing to move to a new country will explore multiple options and search
for information about each location in order to make a decision about where to locate
(Epstein 2008). However, the information each migrant receives will not be com-
plete, and will not be the same for each individual migrant. Migrants are aware of
this uncertainty (Epstein 2008). A migrant, seeing other migrants moving to a given
location, may assume that those migrants are privy to valuable additional informa-
tion, and will discount her own private information (Bauer et al. 2002; Epstein
2008). Migrants may then choose to move to a location which they would not choose
based on full information, simply because they see others moving there (Epstein
2008). Bauer et al. (2002) set up this decision process as a game, where individuals
receive a signal, and can observe behaviour of others, but not the signals that the
previous migrants received. Based on this process, individuals follow the herd and
migrate to where others go in preference to where their private information may
indicate is best (Bauer et al. 2002).

This herd effect may also help to understand why economic factors seem
unimportant in migrants’ settlement location decisions. As they are discounting
their private information, migrants may choose a location with less attractive eco-
nomic opportunities, even though they would prefer somewhere with better work
and pay prospects, because they assume that the herd knows best (Bauer et al. 2002).

A third potential explanation for the clustering of migrants is the presence
of gateway cities, being the first place of contact for a transport network within a
country. Chiswick and Miller (2004) identify the “Big 6” immigrant states in the
United States, which are the main states through which immigrants enter the US. The
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gateway phenomenon is seen in other countries where particular cities are the main
entry points for immigrants coming to the country, based on the quality of their
international transport connections. These cities may also offer amenities, education
and employment opportunities suited to migrants. The international linkages pre-
valent in gateway cities allow for greater connection back to the home country and
even for potential return migration (Friesen 2012). Gateway cities may not be the
initial target settlement point, but since migrants typically have to pass through these
cities, their circumstances (such as career and education opportunities, family
reasons, or new relationships) may change and cause them to stay. Migrants may
therefore be observed to cluster in these areas, but this may not necessarily be due to
any particular ethnic networks from previous migrants. This kind of clustering is
likely in larger cities, even if they are not specifically gateway cities, as these cities
will also have many of the attractors of gateway cities. These factors help to explain
why clustering occurs mainly in large urban areas (Chiswick and Miller 2004; Jaeger
2000).

9.2.2 Where Economic Factors Start to Matter

While most literature subsequent to Bartel’s (1989) study supports her finding of the
importance of ethnic communities for migrant location, a number of studies dispute
the finding that economic factors are not significant (Borjas 2001; Jaeger 2000,
2006). Borjas (2001) for example, identified clustering of immigrants in the US in
states with high wages, arguing that immigrants play an important role in labour
efficiency. Wage differentials are observed between US cities and states, and these
differentials have persevered due to the high cost of relocation for natives. However,
migrants can act as an equilibrating force since their cost of moving is relatively
stable regardless of where they chose to settle. They are therefore expected to move
to areas of high wages so decreasing the wage differential.

Following Borjas, economic factors affecting location choice have been exam-
ined in the context of immigration categories. Jaeger (2006) found that economic
factors such as wages and unemployment were important for certain categories of
immigrants to the US, specifically those entering on employment based (as opposed
to family reunification) visas. These findings highlight the individual nature of the
location decision, so that outcomes may reflect the personal characteristics of the
individual.

Economic factors may matter more to poorer immigrants. Unlike some wealthy
migrants, poorer immigrants will seek low costs of living and a high probability of
gaining employment. Bauer et al. (2005) postulate that the costs of migration are
more heavily considered by poorer immigrants and therefore factors such as travel
costs matter more for these migrants in their location choice. White (1998) examines
the flow of immigrants into London. He hypothesises that those coming from the
developing world are more constrained in their location choices owing to lower
resources and potential regulatory controls. By contrast, those coming from the
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developed world face fewer constraints and can choose where to settle more freely
and should therefore be less impacted by economic factors. Despite this freedom,
developed world migrants still tend to cluster with migrants from similar regions. He
suggests that this may occur because highly skilled workers tend to move frequently
during their careers and are therefore less concerned about integrating into the local
culture. Allen and Turner (1996) also find clustering of high-income migrants,
reinforcing the importance of cultural factors and maintenance of social ties for
these immigrants.

Jaeger (2000) challenges the idea that the causality relating to clustering of
migrants for economic reasons necessarily starts with the immigrant’s own prefer-
ences and circumstances. He postulates that the causality could start with firms
which actively seek employees from overseas. In particular, firms in an area with
low unemployment and high wages may face a shortage of appropriately skilled
workers, and so seek workers from abroad. This is in accordance with Borjas’s
(2001) argument that immigrants act as an equilibrating force in the labour market
due to their lower costs of settling in different places relative to natives.

9.2.3 How Language Affects Location Choice

The importance of these economic and cultural factors may differ across different
migrant groups. For example, Bartel (1989) found that Hispanics in the US were
more geographically concentrated than Asians or Europeans. This outcome may
reflect a number of factors including the role of language. In the US context, there
has been a particular focus on the difference between those coming from English and
non-English speaking backgrounds. Chiswick and Miller (2004), for instance, found
high geographic concentration of immigrants compared to natives, but found that
concentration was less pronounced for English speakers. Furthermore, they found
that speakers of different non-English languages cluster in particular areas and states.

English fluency appears to be correlated with settlement choice, with those who
are fluent in English being less likely to locate in areas with migrants from their
home country (Lazear 1999 cited in Bauer et al. 2005). It is unclear, however,
whether this is a cause or effect relationship; those who have better English language
skills may have them because they are located with people who speak English, rather
than choosing to locate there because their English is better.

In terms of economic factors, Bauer et al. (2005) find that for Mexican immi-
grants to the US, those with worse English skills are more likely to locate in places
with high levels of unemployment. The economic reasoning here is that there is a
trade-off reflecting the costs and benefits of learning a language in order to gain
employment. For those who have low ability to learn language the cost is not worth
the benefit of work, so they care less about unemployment rates and locate in areas
with high levels of unemployment. However, care must be taken in interpreting
results based on language differences since other features of migrants (such as
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motivations for migration, personal circumstances and educational background) may
be correlated with language skills (Maré et al. 2007).

9.2.4 How Education Affects Location Choice

The education level of immigrants has been identified as impacting on settlement
patterns. Higher skilled migrants tend to be less ethnically clustered than those with
lower levels of education (Bartel 1989; Allen and Turner 1996; Alba and Logan
1993). One reason for this outcome is that different amenities and characteristics of
cities may appeal to a greater or lesser extent to highly educated individuals in
comparison to those with minimal education. Another explanation is that more
educated individuals may be able to access better information about alternative
locations resulting in these migrants placing less weight on the existence of ethnic
networks (and herd effects) when selecting a location in which to settle (Bartel
1989). In Germany, Gang and Zimmermann (2000) find that migrants who are well-
educated are less clustered with other immigrants as they both have more informa-
tion about locations and have more opportunities to integrate.

Zhou and Kim (2006) offer a related explanation to the greater clustering of the
less educated. They note that children of Asian immigrants typically fare well in the
US school system and that this may, in part, reflect the institutional context within
ethnic communities that help children to learn and to integrate. Those who are less
educated, with poor English language skills, locate within their ethnic network in
order to access education as they may be excluded from the mainstream system. For
those who are better educated, these networks and institutions are not as necessary,
so they can locate in other, less clustered, areas. This example illustrates the multi-
faceted nature of the migrant location choice, which may vary both with life cycle
circumstances and length of residence within the host country.

9.2.5 The Role of Relocation in Migrant Clustering

The initial settlement location of immigrants may not reflect their underlying
preferences and instead may reflect temporary constraints that are part of the
settlement process. Bartel’s (1989) study found that internal movement is more
common amongst immigrants than natives within the United States. Migrants may
stay in gateway cities for a time, even if these cities are not their intended settlement
point. Lichter and Johnson (2006) found evidence of an outward dispersion of
migrants from US gateway cities, supporting the idea that relocation may be
considered as part of the settlement process.

A second possible reason for relocation is related to herd effects in which
migrants with imperfect information initially locate in cities with like people. As
their information set enlarges, they learn about the relative merits of alternative
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locations and so become less reliant on information sourced from the herd’s behav-
iour. This can result in relocation to places that better reflect their own circumstances
and preferences.

One methodological issue with examining relocation is that immigrants may
assimilate and their values or circumstances may start to change. If this is the case,
the better established migrant may no longer value the same things they did at the
time of their initial move (Friesen 2012). In these circumstances, their initial
settlement decision may be a more accurate reflection of immigrant preferences
than is reflected through their subsequent location choice.

9.2.6 Prior New Zealand Evidence

Given its high proportion of migrants, New Zealand has been the subject of a number
of studies of migrant location behaviour (see, especially, Maré et al. 2007, 2012,
2016; Friesen 2012).2 Auckland (with one-third of the country’s population and its
largest international airport) is New Zealand’s main gateway city (Friesen 2012).
Immigrants typically pass through Auckland when locating to New Zealand, and
may stay in the city for some time as their initial settlement point. Asian and Pacific
Island immigrants, in particular, are clustered in Auckland (Friesen 2012). More
generally, Maré et al. (2007) found differences in concentrations based on migrants’
country of birth, with immigrants from Eastern Europe, Asia and the Pacific Islands
very concentrated compared to immigrants from other regions.

Unlike the United States, which has a skew towards immigration for family
reunification reasons, New Zealand’s immigration is principally skills-based.
Given the US evidence, this suggests that economic factors such as wages and
employment rates may be of importance for many migrants. However, Maré et al.
(2007) study of settlement patterns of New Zealand immigrants from 1996–2001
found no evidence that immigrants choose to settle initially in areas with better
labour market conditions. This finding may reflect how New Zealand is viewed as a
migrant destination. The country may be seen less as a place for work opportunities
(even for those with the requisite skills), and more as a place to improve quality of
life. This idea is supported in the official longitudinal study of immigrants (LisNZ) in
which the primary reasons given for relocating to New Zealand were the relaxed
lifestyle and the appealing climate (Department of Labour 2009 cited in Friesen
2012). Thus, despite the focus of New Zealand’s immigration policy on attracting
skilled workers, employment opportunities may not be the main reason for migrants
choosing to move to the country. While immigrants did not appear initially to choose
settlement locations based on economic factors, there was some evidence that
location choice for earlier migrants was affected by the employment rate for the

2Maré et al. 2012, 2016 focus on residential location decisions within a single city, Auckland, rather
than across the country. These studies find that both self-identified ethnicity and country of birth are
correlated with location choice within the city.
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general population, but notably not by the employment rate for the migrant group or
by any income variable (Maré et al. 2007).

Another finding by Maré et al. (2007) that contrasts with the US literature is that
migrant networks have a greater association with location choice for immigrants
from English-speaking backgrounds. Economic factors of house prices and employ-
ment rates were found to impact decisions of immigrants for whom English was not
their first language, but were not significant in the decision of those coming from
English speaking nations. Again, one possible reason for these observations is that
those moving to New Zealand from English speaking backgrounds typically move
for a change in quality of life, rather than primarily for work reasons, and so may
come from an already affluent background. They may therefore be less affected by
economic factors than less affluent (non-English speaking) migrants. Conversely,
those coming from a non-English speaking background may be more likely to move
for work reasons, and come from a less wealthy background, so place more emphasis
on economic factors. Maré et al. (2007) find that better educated migrants are less
geographically concentrated than less educated migrants. This is the opposite pattern
to those born in New Zealand, in which greater clustering amongst people with
university degrees is observed.

The contrasts in findings across countries suggest that results derived from one
country may not necessarily be generalisable to other countries’ circumstances. It is
also possible that patterns may change across different cohorts of migrants, as
established in the Maré et al. (2016) study of residential assimilation of migrants
within Auckland. In the following section, we use more recent data than that used by
the cited New Zealand-wide studies and refine key variables, to provide additional
tests of the ethnic and economic determinants of migrant location choice.

9.3 Empirical Analysis

For the empirical analysis within New Zealand, we first present descriptive statistics
to help understand clustering patterns of migrant groups, and then present eco-
nometric estimates explaining migrant location choice. We have data on both region of
birth and self-identified ethnicity; however these two variables are highly correlated.
For example, one region of birth is defined as ‘Asia’ and one ethnicity is defined as
‘Asian’; similarly, we have ‘Pacific Islands’ as a birth region and ‘Pacific Island’ as
an ethnicity. Given this correlation, we focus on region of birth (which we refer to
also as ethnicity) as our indicator of migrant networks, and exclude the self-
identified ethnicity variable from our analysis.

9.3.1 Data

Our primary data are sourced from the 2013 New Zealand Census confidentialised
unit record file (CURF). This is a subset of 217,000 individual records from the 2013
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Census which has been confidentialised; Statistics New Zealand (2014) provides a
full explanation of the confidentialising process. The dataset provides information
for each individual on their location within New Zealand across 16 regions, and
provides information on their birthplace (New Zealand plus seven broad inter-
national groups), making it possible to determine whether the individual is a migrant
and, if so, their birth region. As these classifications are necessary for this study, any
individual with missing region data for either of these variables has been excluded
from the analysis. This results in around 50,000 migrants considered in the study.
A map of the 16 regions is shown as Fig. 9.1.

1 Northland

2 Auckland

3 Waikato

4 Bay of Plenty

5 Gisborne

6 Hawke's Bay

7 Taranaki

8 Manawatu-Wanganui

9 Wellington

10 Tasman

11 Nelson

12 Marlborough

13 West Coast

14 Canterbury

Fig. 9.1 New Zealand regions
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9.3.2 Descriptive Statistics

Exploratory analysis uses the Herfindahl index and location quotient. The Herfindahl
index is calculated for the different groups to see to what degree they cluster. This is
examined for groups from different regions of birth and different education levels.
For each group i, the Herfindahl index is given by

Hi ¼
X16

j¼1

θ2ij

where θij is the share of group i located in region j. Higher values of Hi indicate
higher levels of clustering.

The location quotient for different birthplace groups is calculated to understand
the pattern of different groups across different locations. The location quotient is
calculated by3:

LQij ¼
Proportion of group i living in region j

Proportion of total population in region j
¼ Popij=Popi

Popj=Pop

where: Popij is the population of group i in region j, Popi is the population of group i
in New Zealand, Popj is the population of region j, and Pop is the population of
New Zealand. A value greater than 1 indicates over-representation and a value less
than 1 indicates under-representation of a group in a given region.

In Fig. 9.2, the Herfindahl index for the different region of birth groups shows
more clustering for the migrant groups than for the New Zealand born population.
Clustering is highest amongst the Pacific Island group, with the Asian and the
Middle-East and Africa (MEA) groups also having high levels of concentration.
Migrants from Australia (and to a lesser extent the UK and Ireland, Europe and the
Americas) have similar levels of concentration to the New Zealand born population,
suggesting these groups are better integrated, likely indicative of shared cultural
background and language.

The education levels of migrants was classified into two groups, degree or no
degree, with the Herfindahl index for each migrant group shown in Fig. 9.3. Here we
see higher concentration for migrants with a degree for each birth group. This
outcome is in contrast to the US-based studies which find that the better educated
are typically more dispersed. The New Zealand pattern may be due to concentration
of people with degrees in cities with universities, or as a result of agricultural work in
rural areas being predominantly low-skilled.

Table 9.1 presents the location quotients for country of birth groups. The Asian,
Pacific Island and MEA groups have high levels of over-representation in Auckland,
and are under-represented in all other regions. This is consistent with the gateway
city hypothesis, that migrants cluster in the largest city and entry point into the

3Note that LQij can be expressed equivalently as:
Popij=Popj
Popi=Pop

.
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country. “Western” migrants (UK and Ireland, Australia, Americas and Europe) are
over-represented in regions such as Tasman and Nelson which prior econometric
work has shown to have high amenity value (Donovan 2011). This pattern may
reflect different motivations for this group of migrants, suggesting that they may
migrate to New Zealand more for lifestyle than for economic reasons.

Fig. 9.2 Herfindahl index by region of birth

Fig. 9.3 Herfindahl index for region of birth by qualification for migrants
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Australians are over-represented in the West Coast region which is a major
mining area (consistent with Australia’s comparative advantage in the mining
industry) while Americans are over-represented in Otago. The latter region has
both a substantial number of workers in the tourism industry and a large number
of students and faculty associated with the University of Otago, a major institution in
the region. Thus industry-related effects appear to have an influence, over and above
gateway city effects, for the location choices of certain migrant groups.

9.3.3 Econometric Methodology

Consistent with many prior studies, the McFadden conditional choice logit model is
used initially to model migrants’ location choices (McFadden 1973). The model is
based on the assumption that each immigrant achieves a certain level of utility based
on where they choose to locate. The (random) utility function for individual i in a
location j is given by:

Uij ¼ αLij þ βXij þ eij ð9:1Þ
Utility is a function of a vector of location characteristics (Lij) multiplied by a

coefficient vector α, a vector of individual characteristics (Xij) multiplied by a
coefficient vector β, and an error term. Each individual has N locations to choose
from, in this case 16 different regions, and they choose the location which maximises
their utility. The probability that individual i will choose location j is given by:

Pij ¼
exp αLij þ βXij

� �
PN

n¼1 exp αLij þ βXij

� � ð9:2Þ

where α and β are chosen through estimation so that the probability of a migrant
choosing their actual location is the highest across all possible alternatives.

As our focus is to determine whether location choice of migrants is impacted by
cultural factors, economic factors, or both, a measure of each is included in the
model. First, we include the variable origin which is the proportion of each region’s
population from the same birth region as the migrant.

Second, we include a wage variable. Our preferred wage variable, ind_reg_wage,
is the natural log of the average wage for the industry in which the migrant is
employed for each region. We test the robustness of our results by alternatively
including the variable, region_wage, which is the natural log of the average wage
for the migrant’s chosen region. We present results for the equations that include
ind_reg_wage both with and without the inclusion of region fixed effects. The
inclusion of fixed effects enables us to control for unobserved region-specific factors
that may influence migration patterns. Given the potential importance of differences
in climatic, natural and built features across regions for migration decisions, the
inclusion of regional fixed effects is an important component of our modelling. (The
fixed effects cannot be included when we include the region_wage variable given
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that this is a cross-sectional regression and region_wage does not differ across
individuals within regions.)

Initially we present results using the values from the 2013 census dataset for origin,
ind_reg_wage and region_wage. However use of these contemporaneous variables
may result in endogeneity bias. To mitigate the potential for this bias, we also present
results using values from the 2006 census for origin, and using 2006 wage data drawn
from theLinked Employer EmployeeDatabase (LEED) for each of thewage variables.4

For the individual characteristics vector, consistent with prior literature, we
include variables for language, education and age group, plus a variable for the
number of years since arrival to control for assimilation and dispersal over time. To
test whether location factors matter more or less for different groups, interaction
terms between origin and the wage variables with each of education, language and
years since arrival are included. Definitions for all variables are provided in
Table 9.2. Table 9.3 details the number of migrants from each birth region together

Table 9.2 Variable definitions

Variable name Description

origin Proportion of regional population born in same region as the migrant

ind_reg_wage Log of average industry-region wage in which the migrant is employed

region_wage Log of average wage in the region

longterm Dummy variable ¼1 if migrant has been in NZ for �10 years

noqual Dummy variable ¼1 if migrant has no qualification

degree Dummy variable ¼1 if migrant has a degree qualification

missingqual Dummy variable ¼1 if education information is missing for the migrant

twoyrsNZ Dummy variable ¼1 if migrant has been in NZ for 0–2 years

fouryrsNZ Dummy variable ¼1 if migrant has been in NZ for 3–4 years

nineyrsNZ Dummy variable ¼1 if migrant has been in NZ for 5–9 years

nineteenyrsNZ Dummy variable ¼1 if migrant has been in NZ for 10–19 years

missingyrsNZ Dummy variable ¼1 if information on migrant’s time in NZ missing

bilang Dummy variable ¼1 if migrant is bilingual

langmissing Dummy variable ¼1 if information on migrant language status missing

age_grp_20 Dummy variable ¼1 if migrant is 0–19 years old

age_grp_40 Dummy variable ¼1 if migrant is 20–39 years old

age_grp_80 Dummy variable ¼1 if migrant is 60–79 years old

age_grp_>80 Dummy variable ¼1 if migrant is >80 years old

Source: All 2013 variables sourced from Statistics NZ 2013 NZ Census CURF. 2006 origin sourced
from 2006 census; 2006 ind_reg_wage and region_wage sourced from Linked Employer Employee
Database (both from Statistics NZ Infoshare database)
Notes: For all dummy variables, value ¼0 otherwise
Base (omitted) categories are: sub-degree qualification; �20 years in NZ; 40–59 years old

4The 2006 data are sourced from the Statistics New Zealand Infoshare database. LEED industry
wages were aggregated for the small contiguous Marlborough, Nelson, Tasman and West Coast
regions; Latin American and Other birth regions have been grouped since Latin America was not
separately available.
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with proportions of that migrant group having each of the four individual character-
istics that we interact with the origin and wage variables.

Validity of the conditional logit model requires independence of the unobserved
components of utility across individuals and locations. This independence of irrele-
vant alternatives (IIA) assumption implies that the cross-elasticities of the proba-
bility of choosing between two locations, given a change in the characteristics of a
third location, must be equal. The implied substitution patterns may be unrealistic in
the context of location choice because they do not account for similarities and
dissimilarities of unobserved location features. We can address this issue by using
mixed logit estimation which allows individual-specific coefficients on the location
attributes. This involves choosing a distribution for which the coefficients on each
variable vary across individuals, so relaxing the IIA property; thus α is replaced by αi
in the expression above. We assume a multivariate normal distribution such that the
distribution parameters to be estimated are the means and standard deviations of each
random coefficient. Because of the computational burden involved in estimating the
mixed logit model (which requires simulation) we limit the random coefficients to
just the origin and wage variables. Furthermore, to reduce the computational burden,
we do not include interaction terms when estimating the mixed logit model.

9.3.4 Results

Table 9.4 presents our conditional logit results (as odds ratios5) for the key variables
of interest. The first three columns use 2013 data for the origin and wage variables
while the final three columns use 2006 data for these variables. Within each group of
three equations, the first column uses the region_wage variable while the second and
third columns use ind_reg_wage. The first two columns in each case do not include
region fixed effects while the third column does so. The use of ind_reg_wage plus
region fixed effects is the most complete specification, while the use of 2006 data is
less susceptible to endogeneity bias, so column (6) is our preferred set of estimates
and our discussion focuses on this set of results.

Prior to discussing findings for key variables of interest, we discuss results for the
regional fixed effects.6 (Each of these is expressed relative to the omitted region,
Northland, which is ranked eighth of the 16 regions, so can be considered the median
region for this purpose.) The regions with the largest international airport (Auckland)
and second largest international airport (Canterbury) are ranked first and second for
their regional fixed effects (with odds ratios of 6.0 and 2.7 respectively), consistent
with their gateway city status. The capital city (Wellington) is ranked third. Other
regions near Auckland (Waikato and Bay of Plenty) are ranked fourth and fifth. At

5An odds ratio greater than (less than) unity denotes a positive (negative) impact of that variable on
location choice; statistical significance (relative to unity) at p < 0.05 is indicated through a
coefficient shown in bold.
6These fixed effects are estimated but are not reported explicitly in Table 9.4.

9 Ethnic and Economic Determinants of Migrant Location Choice 197

bbiagi@uniss.it



the other end of the spectrum, the small isolated regions of Gisborne and West Coast
are ranked 15th and 16th respectively. All results that follow in Table 9.4 are
obtained after controlling for these regional location patterns which reflect the
underlying attractiveness of regions for international migrants.

The first result to note in Table 9.4 is that the odds ratios for both origin and
ind_reg_wage are greater than unity and (highly) significant. This suggests firstly
that migrants are more likely to locate in a region with a higher proportion of other
migrants from the same birth region as themselves (supporting the findings of other
studies), and secondly that they are more likely to locate in a region where they can
earn a higher wage for their particular industry. Thus economic factors also matter
for their location choice. While this latter finding is in contrast to many other studies,
particularly for the United States, its robustness is shown when we use region_wage

Table 9.4 Conditional logit estimates of migrant regional location choice

(1) (2) (3) (4) (5) (6)

Origin and wage data 2013 2013 2013 2006 2006 2006

Region fixed effects No No Yes No No Yes

Wage variable region ind_reg ind_reg region ind_reg ind_reg

origin 1.46 1.48 1.40 1.49 1.52 1.42
(0.02) (0.02) (0.02) (0.02) (0.02) (0.02)

wage 2.28 2.14 1.56 2.21 2.10 1.56
(0.08) (0.09) (0.07) (0.08) (0.09) (0.07)

origin � bilang 0.87 0.85 0.91 0.86 0.83 0.91
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

wage � bilang 1.63 0.66 1.00 1.61 0.67 1.00

(0.04) (0.03) (0.05) (0.04) (0.03) (0.05)

origin � no qual 0.92 0.90 1.00 0.92 0.90 1.01

(0.02) (0.02) (0.02) (0.02) (0.02) (0.02)

wage � no qual 0.92 0.90 1.00 0.92 0.90 1.01

(0.04) (0.04) (0.06) (0.04) (0.04) (0.07)

origin � degree 0.88 0.86 0.95 0.87 0.85 0.94
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)

wage � degree 1.30 0.82 1.23 1.30 0.84 1.24
(0.03) (0.04) (0.07) (0.03) (0.04) (0.07)

origin � longterm 1.22 1.25 1.11 1.24 1.29 1.12
(0.02) (0.02) (0.01) (0.02) (0.02) (0.02)

wage � longterm 0.87 1.74 1.05 0.87 1.70 1.05

(0.03) (0.08) (0.05) (0.03) (0.07) (0.05)

# Individuals 49,698 49,698 49,698 49,698 49,698 49,698

Log likelihood �85,420 �83,989 �83,519 �85,286 �83,983 �85,498

Notes: Odds ratios from conditional logit models shown; standard errors within parentheses. Bold
indicates significantly different from unity at p < 0.05. All estimates control for person-specific
variables (see Table 9.2). 2013 independent variables are from the Census, 2006 independent
variables are from the census (origin) and LEED (wage). NB: An odds ratio >1 [<1] indicates
that the likelihood of choosing a given region based on this variable increases [decreases] with the
variable
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as the wage variable (albeit without inclusion of region fixed effects). One potential
reason for the discrepancy in findings here from those of the US-based literature is
that New Zealand has a greater emphasis on skills-based immigration than does the
United States. It may therefore be expected that economic factors have an impact on
the decision-making processes of migrants coming to New Zealand, as Jaeger (2000,
2006) found with skills-based immigrants to the United States.

Our wage result also stands in contrast to the findings of a previous study in
New Zealand (Maré et al. 2007) that did not find this effect. We use more recent
data and our preferred specification uses the average wage in each region for the
migrant’s industry, rather than the average across all industries. Different industries
have differences in average wages across regions depending on their significance
for that region. For example, agriculture is an important part of the New Zealand
economy, but is understandably focused in rural areas. While large cities have higher
average wages, a migrant looking to work in the agricultural sector may choose a
predominantly rural region where they are likely to receive the highest agricultural
wages. Thus even after the inclusion of region fixed effects, we still find the
ind_reg_wage variable to be a highly significant predictor of migrants’ location
choice.

Several interaction terms are significant in our preferred specification (each of
these results is robust across all specifications). First, for migrants who are bilingual,
origin is found to be significantly less important than for monolingual migrants.
Migrants to New Zealand who are bilingual are likely to speak English (plus at least
one other language) so are more able to communicate and be less reliant on migrant
networks than migrants who speak only one (non-English) language.

A degree level qualification has a significant impact relative to othermigrants for the
effect of each of the origin and wage variables. Those who have a degree are more
likely to choose a location where they can obtain a higher wage than those without a
degree and are less likely to choose a location based onmigrant networks. This result is
consistent with those who have invested in a degree wishing to obtain a higher wage to
leverage their investment. There may also be some correlation based on industry.
People with a degree may be more likely to locate in a region where that industry is
important, implying that that industry would have a higher wage in the chosen area.
This is consistent with the agglomeration literature and, in particular, with the impor-
tance of worker matching (Duranton and Puga 2004). The better educated are likely to
havemore specialised skills, and therefore have a higher risk of facing amismatch cost.
Educated workers will look for regions with a focus on their industry to help to avoid
mismatch costs, and so choose a location with higher own-industry wages.

The final significant interaction term relates to whether the individual is a long-term
migrant interactedwith origin. Amigrant is treated here as being long-term if they have
been in New Zealand for 10 or more years. Contrary to prior literature, longer term
migrants are estimated to bemore likely to be in a given locationwhere there is a higher
concentration of migrants from the same region of birth. The current study is not a
cohort study and so cannot differentiate between migrant relocation behaviour and
changing patterns of immigration across different cohorts. Immigration policy prior to
1987 took a preferred country approach, while later migration was opened up to people
from a greater range of countries, with notably increased flows from Asia (Collins and
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Friesen 2011; Friesen 2012). This interaction term may therefore relate to changes in
source country migration patterns rather than to length of stay.7

Each of the individual characteristics is entered as a separate term for each
region.8 Notable migrant clustering is observed according to qualification level,
language and age. Those with degrees are more likely to locate in university cities,
particularly Auckland, Palmerston North (Manawatu-Wanganui), Wellington and
Dunedin (Otago). Bilingual migrants are most likely to locate in the three major
North Island cities (Auckland, Hamilton (Waikato) and Wellington) plus Nelson.
The latter region attracts migrants from Northern Europe, particularly Germany
(Börnisch-Brednich 2002). University locations have a comparatively high prepon-
derance of younger adults (<40 years old) as do Southland and Taranaki. The former
has a ‘free-fees’ scheme for its polytechnic which may attract younger migrants,
while the latter region has had strong economic growth over the past decade which
may also have attracted young migrants.

The association of each region with years since arrival in New Zealand sheds
light on the potential effects of relocation. The estimates indicate the importance
of temporary workers in certain regions. Those with less than 2 years residence in
New Zealand are over-represented in areas associated with seasonal agricultural
work (Hawke’s Bay, Bay of Plenty, Nelson and Marlborough), tourism (Otago)
and mining (West Coast). The over-representation of short-term residents in agri-
cultural regions reflects temporary workers who come to these regions through the
recognised seasonal employment (RSE) scheme, which employs temporary migrants
from the Pacific Islands in seasonal jobs in the agriculture and viticulture industries
(New Zealand Government n.d.). Recent migrants also have a higher likelihood of
residing in Canterbury, which is likely to be a result of the inward migration for
reconstruction following the massive Christchurch earthquakes of 2010 and 2011
(Chang-Richards et al. 2012). Nelson is notable for having a preponderance of
migrants with up to 4 years and up to 9 years residence in New Zealand suggesting
that migrants either tend to stay in Nelson after their initial experience in the area
or that migrants relocate to Nelson after first residing elsewhere. The West Coast
(which has a mining oriented economy) also appears to retain or attract migrants who
have up to 4 years residence in New Zealand. None of the other regions which
attracts short-term migrants has an over-representation of longer term migrants
implying that their shorter residence migrants either leave the country or relocate
to other regions beyond their initial stay in the region.

Table 9.5 presents results using mixed logit estimation for the (preferred) spec-
ification that includes regional fixed effects with the ind_reg_wage variable, and
using 2006 data for the origin and wage variables. Unlike Table 9.4, we do not

7One other explanation for this result is a simple arithmetic one in that a migrant will inflate the
proportion of own-group migrants in their own area. This explanation may be particularly relevant
for the estimates using 2013 explanatory variable data. The finding that the size of the interaction
term is almost equivalent across columns (3) and (6) suggests that this is not the (sole) reason for the
significant positive result.
8One region (Northland) is omitted as the base region. We do not present all 225 coefficients
(15 regions � 15 terms per region), instead summarising the key results in the text.
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include interaction terms, in part owing to the time taken to obtain convergence for
the mixed logit routine and in part because heterogeneity in response to the origin
and wage variables is reflected in the estimated standard deviation terms. For
comparison purposes, the first column of Table 9.5 presents a conditional logit
estimate of the model without interaction terms. The second column presents the
mixed logit estimates including the estimated standard deviations for both origin and
ind_reg_wage. Because of the non-linearities involved, we present the estimated
parameters rather than the odds ratios. (Hence a positive coefficient now represents a
positive effect of the variable on the location choice.)

Column (1) of Table 9.5 shows the same positive influences of origin and
ind_reg_wage as found in Table 9.4 using conditional logit estimation. The mixed
logit estimates in column (2) produce similar estimates for the mean effect of these
two variables on location choice, but also find significant estimates for each of the
standard deviation variables. Thus, we find significant heterogeneity in response to
these two variables, consistent with the estimated significant interaction terms in the
conditional logit estimates of Table 9.4.

9.4 Discussion and Conclusions

Prior literature on immigrants’ location choice has consistently established the
importance of migrant networks for the initial settlement choice of migrants in
their new country. The role of gateway cities, in particular, has been established

Table 9.5 Conditional and mixed logit estimates without interaction terms

(1) (2)

Origin and wage data 2006 2006

Region fixed effects Yes Yes

Estimation technique Conditional logit Mixed logit

origin: mean 0.341 0.416
(0.0070) (0.0140)

origin: standard deviation – 0.331
(0.0306)

ind_reg_wage: mean 0.505 0.520
(0.0237) (0.0248)

ind_reg_wage: standard deviation – 0.384
(0.1055)

# Individuals 49,698 49,698

Log likelihood �84,138 �84,113

Notes: Estimated parameters shown; standard errors within parentheses. Bold indicates significantly
different from unity at p < 0.05. All estimates control for person-specific variables (see Table 9.2).
2006 independent variables are from the census (origin) and LEED (ind_reg_wage). 20 replications
used for mixed logit estimates

9 Ethnic and Economic Determinants of Migrant Location Choice 201

bbiagi@uniss.it



whereby migrants tend to settle together with established migrants from their own
background in cities that are relatively open and connected to the world. These
choices are mediated by the role of education and language, but the over-riding
importance of ethnic networks is apparent even after accounting for such factors.

What has hitherto been less apparent from the prior literature is the importance
attached to economic factors such as wages and employment prospects in influenc-
ing migrant location choice. Much of the literature which has been conducted with
United States data has found little influence of these economic factors on the initial
location choice of migrants. To the extent that economic factors have been found
important, their role has tended to be limited to influencing the location choice
of migrants with work-related visas rather than of those with entry for family reunifi-
cation purposes.

Against this background, the second part of this chapter (Sect. 9.3) has analysed
the determinants of migrant location choice in a country, New Zealand, in which
immigration is predominantly determined according to a skills-based system.
New Zealand has a quarter of its population born outside the country and its largest
(gateway) city, Auckland, has 40% of its population born overseas.

We use 2013 unit record census data together with 2006 census and labour market
data to test the roles, inter alia, of ethnic and economic factors in determining the
location choice of migrants to the country. Our results, using both conditional logit
and mixed logit specifications, indicate that both the stock of previous migrants and
the wage in a given region are related to the location choice of incoming migrants to
New Zealand. The former aspect supports the findings of previous literature, that
migrants tend to co-locate with previous migrants from the same source region.
Thus even though New Zealand is distant from any source country, the same ethnic
clustering phenomenon is observed as is observed elsewhere.

The second aspect extends understanding of migrant settlement patterns through
the finding that wages are important for location choice. We find this result using two
different wage variables: the average wage of the region and the average wage in
each region for the migrant’s chosen industry. The latter approach captures the idea
that individuals are likely to be concerned with the wages that they can earn in their
chosen industry, rather than the average wage, and accounts for the fact that wages
by industry will vary according to the economic characteristics of regions. Tech-
nically, inclusion of the latter term also enables us to include regional fixed effects in
our estimates (hence controlling for unobserved region-specific factors), so this is
our preferred approach.

One potential limitation to the inclusion of the industry-region wage is that
industry can be seen as a choice by individuals, rather than as an inherent individual
characteristic. If industry is a choice, it means that migrants are choosing not only
between different wages across regions for their industry, but are also considering
multiple industries. Nevertheless, this still means that migrants are locating in places
where those industries need workers (as signalled by the higher relative wages for
that industry) and, as such, are acting as an economic equilibrating force as postu-
lated by Borjas (2001). The importance of economic factors is further emphasised
through the chosen regions in which certain types of migrants settle. Both short-term
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and long-term location choices appear to reflect industry concentrations most suited
to migrants with particular educational and language attributes.

Overall, therefore, one of the two key findings of this study, relating to the
importance of ethnic (country of origin) clustering effects, is in keeping with the
prior international literature, while the second has a different emphasis. Here we find
(contrary to much prior literature) that the wage rate is a significant determinant of
migrants’ location choices. Our result likely reflects the skills-based nature of most
immigration to New Zealand. Our findings may help guide related work for other
countries. It will be particularly instructive to see, through future research, whether
inclusion of the industry-region wage is more relevant than the average regional
wage for other countries, particularly for countries with predominantly skills-based
migration as in New Zealand.

Acknowledgements An earlier version of this chapter was submitted as a dissertation for the
degree of BCom(Hons) at University of Auckland by the first author. We thank an anonymous
referee for comments on an earlier version of this chapter. Access to the data used in this study was
provided by Statistics New Zealand under conditions designed to keep individual information
secure in accordance with requirements of the Statistics Act 1975. The opinions presented are
those of the authors and do not necessarily represent an official view of Statistics New Zealand, or of
the authors’ institutions.

References

Alba RD, Logan JR (1993) Minority proximity to whites in suburbs: an individual-level analysis of
segregation. Am J Sociol 98(6):1388–1427

Allen J, Turner E (1996) Spatial patterns of immigrant assimilation. Prof Geogr 48(2):140–155
Bartel AP (1989) Where do the new U.S. immigrants live? J Labor Econ 7(4):371–391
Battisti M, Peri G, Romiti A (2016) Dynamic effects of co-ethnic networks on immigrants’

economic success. NBER working paper 22389, National Bureau of Economic Research,
Cambridge

Bauer TK, Epstein GS, Gang IN (2002) Herd effects or migration networks? The location choice of
Mexican immigrants in the US. Discussion paper. http://papers.ssrn.com/sol3/papers.cfm?
abstract_id¼327560

Bauer T, Epstein GS, Gang IN (2005) Enclaves, language, and the location choice of migrants. J
Popul Econ 18(4):649–662

Bauer T, Epstein G, Gang IN (2007) The influence of stocks and flows onmigrants’ location choices.
Res Labor Econ 26(6):199–229

Bauer T, Epstein GS, Gang IN (2009) Measuring ethnic linkages among migrants. Int J Manpow
30(1/2):56–69

Borjas GJ (2001) Does immigration grease the wheels of the labor market. Brook Pap Econ Act 1:
1–51

Börnisch-Brednich B (2002) Keeping a low profile: an oral history of german immigration to
New Zealand. Victoria University Press, Wellington

Carrington WJ, Detragiache E, Vishwanath T (1996) Migration with endogenous moving costs.
Am Econ Rev 86(4):909–930

Chang-Richards A, Wilkinson S, Seville E, Brunsdon D (2012) Resourcing the canterbury rebuild:
changes and emerging themes. Research paper. http://www.resorgs.org.nz/images/stories/pdfs/
Reconstructionfollowingdisaster/case_study_report_resourcing.pdf

9 Ethnic and Economic Determinants of Migrant Location Choice 203

bbiagi@uniss.it

http://papers.ssrn.com/sol3/papers.cfm?abstract_id=327560
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=327560
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=327560
http://www.resorgs.org.nz/images/stories/pdfs/Reconstructionfollowingdisaster/case_study_report_resourcing.pdf
http://www.resorgs.org.nz/images/stories/pdfs/Reconstructionfollowingdisaster/case_study_report_resourcing.pdf


Chiswick B, Miller P (2004) Where immigrants settle in the United States. IZA discussion paper
No. 1231. Bonn

Church J, King I (1983) Bilingualism and network externalities. Can J Econ 26(2):337–345
Collins F, Friesen W (2011) Making the most of diversity? The intercultural city project and a

rescaled version of diversity in Auckland, New Zealand. Urban Stud 48(14):3067–3085
Donovan S (2011) Space matters: agglomeration economies and spatial competition in

New Zealand. Unpublished Master’s Thesis, VU University Amsterdam, Amsterdam
Duranton G, Puga D (2004) Micro-foundations of urban agglomeration economies. In: Henderson

VJ, Thisse JF (eds) Handbook of regional and urban economics, vol 4. Elsevier, Amsterdam,
pp 2063–2117

Epstein GS (2008) Herd and network effects in migration decision-making. J Ethn Migr Stud
34(4):567–583

Friesen W (2012) International and internal migration dynamics in a pacific gateway city:
Asian migrants into and out of Auckland. N Z Popul Rev 38:1–22

Gang IN, Zimmermann KF (2000) Is child like parent? Educational attainment and ethnic origin.
J Hum Resour 35(3):550–569

Harris JR, Todaro MP (1970) Migration, unemployment and development: a two-sector analysis.
Am Econ Rev 60(1):126–142

Jaeger DA (2000) Local labor markets, admission categories, and immigrant location choice.
College of William and Mary. http://www.iza.org/conference_files/amm_2004/jaeger_d138.pdf

Jaeger DA (2006) Green cards and the location choices of immigrants in the United States,
1971–2000. Discussion paper. http://papers.ssrn.com/sol3/papers.cfm?abstract_id¼905545

Lancee B (2012) Immigrant performance in the labour market: bonding and bridging social capital.
Amsterdam University Press, Amsterdam

Lichter DT, Johnson KM (2006) Emerging rural settlement patterns and the geographic redistri-
bution of America’s new immigrants. Rural Sociol 71(1):109–131

Maré DC, Morten M, Stillman S (2007) Settlement patterns and the geographic mobility of
recent migrants to New Zealand. N Z Econ Pap 41:163–195

Maré DC, Pinkerton RM, Poot J, Coleman A (2012) Residential sorting across Auckland
neighbourhoods. N Z Popul Rev 38:23–54

Maré DC, Pinkerton RM, Poot J (2016) Residential assimilation of immigrants: a cohort approach.
Migr Stud 4(3):373–401

McFadden D (1973) Conditional logit analysis of qualitative choice behavior. In: Zarembka P
(ed) Frontiers in economics. Academic, New York

Munshi K (2003) Networks in the modern economy: Mexican migrants in the U.S. labor market.
Q J Econ 118(2):549–599

New Zealand Government (n.d.) Recognised Seasonal Employer (RSE) policy. http://employment.
govt.nz/initiatives/strategy/rse/index.asp. Accessed 2 Nov 2015

Statistics New Zealand (2014) 2013 census CURF: user guide. Statistics New Zealand, Wellington
White P (1998) The settlement patterns of developed world migrants in London. Urban Stud

35(10):1725–1744
Zhou M, Kim SS (2006) Community forces, social capital, and educational achievement: the case

of supplementary education in the Chinese and Korean immigrant communities. Harv Educ Rev
76(1):1–29

204 C. Smart et al.

bbiagi@uniss.it

http://www.iza.org/conference_files/amm_2004/jaeger_d138.pdf
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=905545
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=905545
http://employment.govt.nz/initiatives/strategy/rse/index.asp
http://employment.govt.nz/initiatives/strategy/rse/index.asp


Chapter 10
‘Young, Talented and Highly Mobile’:
Exploring Creative Human Capital
and Graduates Mobility in the UK

Roberta Comunian and Sarah Jewell

Abstract The human capital and regional economic development literature has
become increasingly interested in the role of the ‘creative occupations’ on economic
growth. Attracting quality human capital and cultivating creative industry/class have
been given an unprecedented level of significance in regional policies. As a result of
this, understanding the factors determining the migration behaviour of graduates—
and especially graduates in creative disciplines—is becoming increasingly impor-
tant. In addressing these issues, building on previous literature that looked at
migration dynamics of creative graduates in the short-term (6 months after gradua-
tion) the chapter advances our understanding of the relationship between creativity
and mobility in human capital, with the first longitudinal (3 years and half after
graduation) empirical analysis of the migration patterns of creative graduates in the
UK. By using UK higher education student micro-data, the characteristics and
location determinants of creative graduates are investigated. It is found that disci-
plines and their different level of mobility influence the ability of graduates to enter
creative occupations and to be successful in the labour market.

Keywords Graduate migration · Creative graduates · Human capital

10.1 Introduction

Much of literature and policy interventions of the last decade have focused on the
importance of attracting and retaining human capital in order to favour economic
growth and local development (Faggian and McCann 2009b; Mathur 1999). The
argument presented is that regions and cities need to attract individuals with high
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level human capital (Williams et al. 2004)—who are seen as highly mobile (Madsen
et al. 2002)—not only through good job opportunities but also via the development
of local amenities (Scott 2010; Storper and Scott 2009). Within this broader litera-
ture—the work of Florida (2002a, b) and the development of the ‘creative class
theory’ has put particular emphasis on the role played by the quality of place and
local amenities (Florida 1999) as an element of place attractiveness. In particular, he
considers the role played by a local creative scene and the presence of ‘bohemian’
(core cultural workers) in increasing the attractiveness and diversity of cities and
regions (Florida 2002a). As a result, the human capital and regional economic
development literature has become increasingly interested in the role of the ‘creative
occupations’ on economic growth (Lee and Drever 2013). However, while the
attention has been placed on attracting the ‘creative class’ and mobile knowledge
workers, less attention has been given to the mobility patterns of young creative and
cultural workers, also originally identified by others as ‘bohemian graduates’
(Comunian et al. 2010). Furthermore, understanding the factors determining the
migration behaviour of graduates—and especially graduates in creative disci-
plines—has clear implications for policy makers, which will be explored in the
conclusions.

Following the work of Comunian et al. (2010) the chapter investigates further the
career opportunities and mobility patterns experienced by individuals with higher
human capital (graduates) who have specialised in disciplines within the creative and
cultural arts. In this chapter we adopt the term ‘creative human capital’ to push
further the development of research within this field. We specifically consider
‘creative graduates’ a sub-group of the highly educated individual who have specific
specialised with artistic, creative and cultural disciplines and who (following
Comunian et al. 2010, 2011; Faggian et al. 2012) are most likely to enter creative
jobs both within and beyond the creative industries. From previous studies, we know
that the geography of where students gain a degree is very different from the
geography of the labour markets in the creative sub-field (Comunian and Faggian
2011; Faggian et al. 2012). Therefore, this chapter takes a closer look at the
migration patterns and movement of recent creative graduates in the UK, considering
pattern of interregional migration used to either enter a creative career or seek
support towards establishing one. We build on Faggian et al. (2014), who consider
the migration patterns of ‘bohemian’ graduates compared with the mobility of other
non-creative disciplines at 6 months after graduation, by examining the medium
term (3.5 years after graduation). Using micro-data from the Higher Education
Statistical Agency (HESA) in UK, graduates are classified into five migration
categories (going from the most migratory group, i.e. repeat migrants, to the least
migratory, i.e. non migrants) based on their migration choices from domicile to
university and then onto workplace. Using the data we explore the distribution of
graduate jobs, creative jobs and salary levels in relation to the creative graduates’
migration. However, taking further the work of Faggian et al. 2014, we consider how
migration patterns influence the possibility of creative graduates to find a creative job
and to achieve higher economic rewards (salary) for their talent in the medium term
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perspective (LDLHE: Longitudinal Destinations of Leavers from Higher Education).
It is important to consider a longer term perspective than 6 months, as 6 month is a
very short period for which individuals to assimilate fully into the labour market.

The chapter is articulated in three sections. Firstly, we review the literature
particularly questioning whether creative graduates are more mobile than other
graduates in the UK. Secondly, through descriptive statistics we consider the level
of mobility of creative graduates and their relation to migration patterns (as in
Faggian 2005 and Faggian et al. 2014). Finally, using four models we explore
how mobility and migration patterns affects their working patterns and salaries
and overall what factors help them, 3 years and half after graduation to secure a
creative job and higher economic rewards as well as career satisfaction. The con-
clusions highlight the key findings and their implications to our understanding of
mobility for creative human capital.

10.2 Human Capital, Mobility and Creative Talent

The role of human capital and mobility (Faggian and McCann 2009b) on the
development of regions and knowledge economies has been the subject of increasing
research. It is easy to acknowledge that the broader literature on human capital is
mainly interested in the impact of graduates (Coniglio and Prota 2008; Faggian and
McCann 2009a; Madsen et al. 2002; Mathur 1999)—independently from their
subject background—on local development. Originally, Lucas (1988) formally
explored the link between human capital and local economic growth. Nonetheless,
it is recognised that many theoretical models often overlook the role of mobility of
highly skilled workers, despite the increased attention to the importance of interna-
tional and national migration patterns and their impact on regions (Beine et al. 2008;
DaVanzo 1976; DaVanzo and Morrison 1981; Sjaastad 1962). Within this broader
framework—as pointed out by Sjaastad (1962) in the so-called “human capital
migration theory”—highly skilled (and knowledgeable) individuals are more likely
to benefit from migration and hence tend to be more mobile, so there is a level of
personal gain and interest which overlaps with the contribution that this can make at
the regional level.

Recent contributions (Comunian and Faggian 2014; Comunian et al. 2011,
2014a; Faggian et al. 2014) have placed new attention towards a ‘specialised’ kind
of human capital and its role in local development, this is what has been defined as
‘creative human capital’ (Comunian et al. 2015b)—the human capital which is
specifically develop via education and advanced training in creative and artistic
subjects.

The emphasis on this specific type of human capital derives from two set of
contributions: on one side the ‘creative class’ theory and consequential research
(Florida 2002b; Florida et al. 2008) on the role of talent in local development and the
importance of openness and diversity in cities and regions, identified alongside other
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indicators with the presence and concentration of ‘bohemians’ (core creative and
cultural workers); on the other, a growing interest from policy makers in demon-
strating and quantifying the value and growth and of the creative economy (NESTA
2013) and its significance as sector of employment and contributors to the UK
economy (DCMS 2015). Furthermore, there has recently been a shift towards trying
to gain a better understanding of differences within the broader creative industries
analysis—as often the heterogeneity of professions included can hide striking
differences in careers patterns and economic dynamics (Comunian et al. 2014a, b;
Cruz and Teixeira 2013, 2015).

Despite the stated importance and role of these individuals and professions in
qualifying the local environment as well as contributing to its economic and
employment growth, very little research has been conducted on the migration
patterns, mobility and geography of this sub-sector of human capital.

As Faggian et al. (2014, p. 33) point out both in the traditional human capital
theory and the creative class theory there is “the assumption that highly talented
people are more mobile than the rest of the population and that retaining and
attracting them is pivotal for economic growth”. There is general recognition that
“artists, musicians and writers have always been great travellers” (Addison 2008,
p. 1). Similarly, some historical research shows the tendency for important visual
artists and composers to cluster (O’Hagan and Hellmanzik 2008; O’Hagan and
Borowiecki 2010) so migration patterns in relation to cultural work is not only
determined by the amenities argument but also by the power of certain location
(mainly cities) through history to provide the creative milieu and a creative knowl-
edge pool (Hall 1998). However, apart from some recent studies, there are only a few
contributions (Bennett 2010; Faggian et al. 2014; Hansen and Niedomysl 2009) that
specifically investigate the mobility of creative workers and how it relates or differs
from the mobility of other workers. Hansen and Niedomysl (2009), studying the case
of Sweden, find that highly educated people are as mobile as the rest of the
population. Martin-Brelot et al. (2010) also question the mobility of the ‘creative
class’ in the European context as they argue that soft location factors play only a
marginal role in attracting the creative class to a city. However, they find that these
play an important role in retaining them in the locality. Similarly, Borén and Young
(2013), studying specifically the case of artists in Sweden, also question the assump-
tion of high mobility of creative workers. They point out that networks are vital for
artists and that once artists are “embedded in their networks. . .it (is) more difficult
for them to migrate” (p. 207). They also caution about reducing the migration
histories of artists to a “simplistic set of assumptions” (p. 207) as the migration
dynamics of creative occupations are very heterogeneous Bennett (2010).

These first reflections stemming from the literature highlight our limited knowl-
edge of migration patterns for creative graduates. The most relevant and valuable
contribution in pleading for a more solid and specific understand of the difference
across type of human capital in migration (and economic rewards) across subjects is
presented by Faggian et al. (2014). Their work specifically singles out ‘bohemian’
(also creative graduates) from other disciplines and demonstrate their different and
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limited level of mobility in comparison with the UK graduates overall. They, for
example, suggest that “initial low salary level and cost of living considerations might
push these graduates to return home (at least initially) to afford pursuing a career in
their chosen field of study” (p. 41). They also highlight as a limitation to their work
that “mobility and migration could be also read as strategies for resilience for
Bohemian graduates trying to enter a creative career and more research is needed
on the difference between short-term and long-term mobility” (p. 41). Therefore, this
chapter builds on this existing knowledge but tries to specifically understand
whether the consideration of a longer time frame after graduation (3.5 years instead
of 6 months in Faggian et al. 2014) could provide a better picture and understanding
of the migration patterns and career development of creative human capital.

In particular, the chapter addresses the following questions:

1. What are the characteristics of creative human capital migration and job patterns
at 3.5 years after graduation, in comparison with other subject groups?

2. What influences the migration patterns of graduates in the medium-term?
3. How do migration patterns change the opportunities for creative employment,

salary and career satisfaction for creative graduates?

10.3 Data and Methodology

Our analysis is based on data from the Longitudinal Destinations of Leavers from
Higher Education (LDHLE) survey using the cohort of students who graduated in
2006/2007, conducted 3.5 years after graduation, collected by the UK Higher
Education Statistical Agency (HESA). We match this data with the individual’s
responses to the ‘Students in Higher Education’ and the ‘Destinations of Leaves
from Higher Education’ (DLHE) survey, both also collected by (on behalf
of) HESA.

In total 49,065 responses were received for the 2006/2007 cohort LDLHE survey,
with some groups deliberately oversampled (in particular: ethnic minorities, those
with disabilities, those living in Wales, Scotland and Northern Ireland and those who
reported being unemployed or self-employed at the DLHE stage), representing about
15% of those responding to the original 2006/2007 cohort DLHE survey. Weights
are provided to allow for the over-sampling of some groups and hence reported
results are weighted using these weights. Our sample focuses on British domiciled
students, since the DLHE and hence the LDHE are predominately aimed at British
domiciled students,1 first degree graduates who studied full time and following
Chevalier (2011, 2012) focus on individuals 25 and under at graduation, leading

1For example, HESA has a target response rate of 80% for full time home domiciled graduates, 70%
for part time home domiciled graduates and 50% for EU graduates for the DLHE survey.
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to a sample size of 23,066 students.2 Older students (above 25) were excluded to
reduce the likelihood that students had extensive work experience prior to graduation
and students having responsibilities making them less likely to migrate. Part time
students (10% of the sample) were removed from the sample because 48% had been
in their job before graduation—suggesting a high proportion were undertaking their
degree as part of their employment so less likely to migrate for work.3 Our sample
size reduces when we focus on only those in the labour market and those who have
full information.

The Students in Higher Education data contains individual student record data,
for all students enrolled in higher education, with information on: personal charac-
teristics (such as gender, age and ethnicity), subject of study (Joint Academic Coding
System (JACS) code), degree results and institution attended. The LDLHE survey
contains information on employment activity 3.5 years after graduation and in
particular includes information on employment activity and job characteristics:
occupation, industry, location of employment and salary 3.5 years after graduation.

Our main interest is in creative subjects which are defined, on the basis of JACS
codes,4 as creative Arts and Design (JACS: W (not W6, W8)), creative media
(JACS: P, W6, W8) and creative other (JACS: K1 and K3). We then grouped
other subjects into three other groups, for aid of comparison:

• STEM—science technology, engineering and Maths (JACS: A, B, C, D, F, G, H,
I, J, K2)

• Social sciences, Law, Business and education (JACS: K4, K9, L, M, N, X)
• Humanities (JACS: Q, R, T, V).

In total, 15% of our (weighted) sample are creative graduates, with the biggest
group STEM (41%) followed by social studies, law, business and education (30%)
and humanities (14%).

Creative job definitions were created following Comunian et al. (2014a, b). Using
a creative job approach à la Cunningham et al. (2004) we consider both creative
careers within the creative industries but also creative occupations in other
non-creative industries (for more details refer to the extensive explanation in
Comunian et al. (2014a, b) including endnotes). We also identified graduate level
jobs, using the typology of Elias and Purcell (2004).

2We excluded individuals who graduated in combined subjects (90 observations) since it is not
possible to code these subjects.
3Secondly part time students are typically older (and female—with 63% of part time students
female) and potentially more likely to have other responsibilities which may have influenced the
decision to study part time—the average (median) age on graduation of part time students is 40 (40),
compared to 24 (22) for full time students. Only 16% of part time students are 25 and under,
compared with 87% of full time students.
4JACS codes is HESA’s subject coding system and more information can be found at https://www.
hesa.ac.uk/content/view/158/233/.
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Furthermore, we classified the students according to their sequential migration:
migration to study and migration to work. Using Faggian (2005) we classify students
according to five different migration paths or categories: repeat migrants, return
migrants, university stayers, late migrants, and non-migrants. To classify migration
behaviour, we require information (post code) on student’s pre-university domicile,
university and employment location, for those in employment.5 A student is con-
sidered to have migrated between locations if they moved more than 15 km.6

The first three migration categories include students who all migrated to study,
but they differ in regards to the second migration, following graduation. Repeat
migrants are those who move to work in an area different from both their original
pre-university domicile and the university area; whilst university stayers remain in
their university area. Return migrants also move out of their university area to work,
but only to go back to their original domicile. Late migrants remained in their
original domicile to study but migrated for employment, whilst non-migrants
lived, studied and work in the same area.

In particular in this chapter we are interested in testing whether creative graduates
exhibit different migration behaviour compared to other graduates, in particular
whether creative graduates are more mobile as some studies suggests, than other
graduates, but also if they are more likely to exhibit other patterns such as remaining
in their university area. We then explore what factors influences migration decisions
and the impact migration behaviour has on entering the creative sector and rewards:
both in terms of salary and career satisfaction, with a focus on creative graduates.

After having defined creative graduates, jobs and the categories of sequential
migration, our methodology followed three main steps:

1. Firstly, we use some simple descriptive statistics to profile the migration patterns
of graduates and their relation to jobs obtained;

2. Secondly, we are interested in modelling the sequential migration behaviour of
students and the job type for those in the labour market with full information.

Pim ¼ f X1i;X2ið Þ ð10:1Þ
Equation 10.1 models the probability that an individual (i) choose a sequential

migration decision m (non-migrant, late migrant, university stayer, return migrant
and repeat migrant), as a function of personal characteristics (X1i) and course
characteristics (X2i). Personal characteristics include: gender, age, ethnicity, socio-
economic background, A-level points (a proxy for underlying ability) and whether

5Ninety six percent have information on location for both their original domicile and the institution
of study. and 88% of those employed at 3.5 years have full information (location of domicile, work
and study).
6The choice of threshold distance is based on Faggian (2005) and Faggian et al. (2006), who find
that a radius of 15 km is appropriate to capture most urban areas in the UK.
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they lived in London prior to university.7 Course characteristics include subject
group, type of institution attended,8 and degree classification.9

We use a multinomial logit10 to estimate Eq. 10.1; this allows us to simulta-
neously evaluate which factors affect the sequential migration of graduates. For a
multinomial logit (MNL) the probability of an individual choosing option k from a
choice set (j ¼ 1. . .J and k 6¼ j) as a function of a series of explanatory variables
(vector x) is:

Pik ¼
exp x0iβk

� �

P J
j¼1 exp x0iβj

� � ð10:2Þ

βj are the estimated parameters and hence there are J-1 sets of coefficients each
relative to a base category. As multinomial logit coefficients are not directly inter-
pretable, we estimate average marginal effects (which takes an average across the
marginal effects for each individual), the impact of each explanatory variable on the
probability of being in a given category.

We then model the probability of obtaining a creative job, in Eq. 10.3, as a
function of personal and course characteristics (excluding whether they lived in
London prior to university), and the addition of migration category (X3i), using a
probit (and again reporting average marginal effects)

CreatJob ¼ β1X1 þ β2X2 þ β3X3 þ ε ð10:3Þ

7A-level points only apply to those students who entered with A-levels (92%) and not all have
information on socio-economic background (82% do). Socio-economic background was measured
using the National Statistics Socio-economic Classification (NS-SEC), for more information see
http://www.ons.gov.uk/ons/guide-method/classifications/current-standard-classifications/soc2010/
soc2010-volume-3-ns-sec--rebased-on-soc2010--user-manual/index.html, and we created three
groups (managerial and professional (categories 1 and 2); intermediate and small employers and
own accounts (categories 3 and 4) and categories 5 to 8 comprised the “other” group.
8UK HEIs can be classified into at least four different groups: (1) Russell Group universities
(20 research intensive universities who receive the majority of research grant and contract income);
(2) Other ‘old’ universities; (3) New universities (established as part of the abolition of the binary
divide in 1992); (4) Higher Education/Further education colleges. The Russell group universities,
followed by the other old universities are generally considered to be more prestigious.
9We excluded those who reported an unclassified degree as this is hard to interpret with around 5%
of the sample reporting this.
10One important assumption of the multinomial logit is that of the independence of irrelevant
alternatives (IIA). Our multinomial logit fails the IIA tests, however Cheng and Long (2007)
conclude that the standard IIA tests are not useful (since different tests often giving conflicting
conclusions) and recommend following McFadden’s (1974) advice that the multinomial logit
should only be used when the alternatives in the model “can plausibly be assumed to be distinct
and weighted independently in the eyes of each decision maker”. We ran a multinomial probit
which gave identical results so keep the multinomial logit results since a multinomial logit is utilised
in the selection models in Table 10.6.
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3. Finally we are interested in graduate’s success and focus on earnings and career
satisfaction (a indicator variable of very/fairly satisfied versus not very/not at all
satisfied) using ordinary least squares and a probit for career satisfaction:

ln Salaryð Þ ¼ β1X1 þ β2X2 þ β3X3 þ β4X4 þ ε ð10:4Þ
Careersat ¼ β1X1 þ β2X2 þ β3X3 þ β4X4 þ ε ð10:5Þ

Equation 10.4 models the log of salary as a function of personal, course, location
and job characteristics. The factors included in the personal (except socio-economic
background), course, location characteristics (with an indicator of whether they
worked in London) are the same as in Eq. 10.2. Job characteristics (X4) include
job type i.e. whether they had a creative job, non-creative graduate job or
non-creative non-graduate job. Following HESA’s approach only full time employed
individuals are included when examining salary.11 Salaries were only included if
they were greater or equal than the amount that would be earned at the minimum
wage rate and less than £100,000 (with high values potentially as a result of an extra
0 added or extreme outliers). Equation 10.5 models career satisfaction with the same
variables used as in Eq. 10.4, with the addition of the log of salary to job character-
istics (X4) .

Since we are particularly interested in the impact of migration on the likelihood of
getting a creative job, on salary and career satisfaction we adjust for potential
selection of migrating. For example, although we control for socio-economic back-
ground and A-level results, those who may be more likely to earn higher salaries and
get a creative job, and hence have a higher career satisfaction, may also be more
mobile. We therefore make use of a doubly robust method estimator for multivalued
treatments: the inverse probability weighted regression adjustment (IPWRA) esti-
mator. The IPWRA is a regression adjustment (RA) estimator which uses an inverse
probability weighted (IPW) method to correct the estimator in the case the outcome
model is mis-specified. If the outcome model is correct then these weights do not
affect the consistency of the estimates. The IPWRA estimator has three stages:

1. Estimate a treatment probability model (we use a multinomial logit) and use the
estimates of the parameters to calculate the inverse probability weights (propen-
sity scores) of each category

2. Using these inverse probability weights estimated in part 1, fit a weighted
regression model of the outcome for each treatment group and obtain a predicted
value of the outcome for each individual and each treatment level.

3. Then compute the mean of the differences between the treatment specific out-
comes; by restricting the sample to the just those in the treatment group we get the
average treatment effect on the treated (ATET).

11Firstly, part time and self-employed individual’s salaries are less reliable (part time students salary
reports are not necessarily pro-rata) and secondly the salary response rate (for salaries that are
sensible) is higher for full time employed individuals).
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We estimate the ATET relative to a base category of non-migration so estimate
the ATET of being in each category relative to non-migrating. We therefore use the
multinomial logit we estimate in Eq. 10.1 and use socio-economic background and
whether they lived in London prior to university as selection variables that do not
appear in the outcome model (salary, obtaining a creative job and career satisfac-
tion), with the variables otherwise the same as used in Eq. 10.3 (for a creative job),
Eq. 10.4 (for salary) and Eq. 10.5 (career satisfaction).

10.4 Findings and Discussion

10.4.1 The Mobility of Creative Human Capital: Some
Descriptive Statistics

We firstly explore through some descriptive statistics. We look at the employment
and migration patterns of our cohort, in Table 10.1. If we examine employment
patterns at 3.5 years we see the familiar patterns for creative graduates (Comunian
et al. 2011), they are more likely to be self-employed and in part-time/unpaid work,
and more likely to be unemployed (compared to other subjects), confirming once
again that their career difficulties remain when considered even in a longer
timeframe (Abreu et al. 2012).

We now explore the migration patterns during the 3.5 years period. We use the
five categories of migration behaviour identified by Faggian (2005) and explained in
the methodology. As Table 10.1 highlights creative graduates by 3.5 years are the
least likely to be repeat migrants—behaviour commonly associated in the literature
with higher economic rewards (Faggian 2005; Faggian and McCann 2009b) and the

Table 10.1 Employment status and migration category (for those in the labour market) by subject

Creative STEM
Soc, Law, Bus
and Educ Hum All

Employment status

Full-time employment 64.6 74.73 82 72.09 74.97

Self-employed/freelance 9.85 3.07 2.07 3.05 3.81

Part-time/unpaid employment 10.24 4.33 5.28 7.07 5.9

Further study 7.29 13.35 5.42 11.85 9.86

Unemployed 5.18 2.96 3.49 4.07 3.61

Other 2.84 1.56 1.73 1.88 1.85

Migration status

Non-migrant 10.85 10.47 13.65 8.34 11.24

Late migrant 6.31 6.82 5.87 3.26 5.96

University stayer 16.05 14.35 12.34 12.19 13.69

Return migrant 26.08 21.3 24.24 27.03 23.74

Repeat migrant 40.71 47.05 43.9 49.18 45.36
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most likely to be university stayers and are more likely to be return migrants than
STEM and social sciences, law, business and education and have a similar propen-
sity to be return migrants to humanities. This seems to confirm qualitative data
collected by Borén and Young (2013) that highlight the importance of local net-
works and embeddedness of creative workers and artists.

If we examine the relationship between migration patterns and creative and
graduate level jobs (which include both creative and non-creative graduate level
jobs) in Table 10.2, we see that the highest proportion of both graduate and creative
jobs are among repeat migrants—confirming previous research on human capital in
general (DaVanzo 1976; DaVanzo and Morrison 1981)—with the lowest proportion
among return migrants, also confirmed in the short-term (6 months after graduation)
analysis of Faggian et al. (2014). University stayers also have a higher proportion
with a graduate job.

10.4.2 Modelling Migration, Jobs Salary and Career
Satisfaction

10.4.2.1 Understanding Migration Patterns

We estimate the likelihood of being in each migration category at 3.5 years. We start
by briefly discussing our control variables. Contradicting the results of Faggian et al.
(2007) looking at pre-2000 cohorts, our results suggest that at 3.5 years females have
a higher probability than men of being return migrants and are less likely to be repeat
migrants. As shown in Table 10.3, older students have a higher probability than
younger students of being a repeat migrant and less likely to be return migrants and
at also have a lower probability of being a non-migrant. There are some ethnic
differences with whites more migratory, and they have a lower probability of being a
non or late migrant.

As would be expected Russell Group and other old graduates are more migratory
with Russell Group graduates also having a greater probability for being a university
stayer compared to other graduates which may mean they have the pick of jobs in

Table 10.2 Creative job and graduate job by migration for creative and non-creative

All graduates Creative graduates

Creative job Graduate job Creative job Graduate job

Non-migrant 16.47 69.13 39.64 67.27

Late migrant 22.79 78.32 56.81 69.54

University stayer 22.38 78.11 51.6 71.64

Return migrant 16.94 70.49 33.46 63.96

Repeat migrant 24.55 83.01 56.75 80.28

All 21.45 77.56 48.03 72.57
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Table 10.3 Multinomial logit of migration behaviour: average marginal effects

Non-
migrant

Late
migrant

University
stayer

Return
migrant

Repeat
migrant

Average probability 0.092 0.052 0.130 0.242 0.483

Female 0.014** �0.001 0.002 0.023*** �0.037***

[0.006] [0.004] [0.007] [0.008] [0.009]

Subject (Reference Soc, Law, Bus and Edu)

Creative �0.024*** �0.009 0.029** 0.008 �0.003

[0.008] [0.006] [0.012] [0.014] [0.016]

STEM �0.015** 0.011** �0.003 �0.006 0.013

[0.006] [0.005] [0.008] [0.009] [0.011]

Humanities �0.010 �0.014** �0.018* 0.047*** �0.006

[0.009] [0.006] [0.009] [0.013] [0.014]

Age > 21 0.004 0.0001 0.021*** �0.042*** 0.016*

[0.005] [0.004] [0.006] [0.008] [0.009]

White �0.069*** �0.030*** �0.015 0.015 0.098***

[0.006] [0.006] [0.010] [0.013] [0.015]

Institution type (Ref: Post 1992)

Russell Group �0.020** �0.030*** 0.020** �0.052*** 0.081***

[0.009] [0.006] [0.010] [0.012] [0.014]

Other old �0.043*** �0.027*** �0.045*** �0.022** 0.137***

[0.007] [0.006] [0.008] [0.011] [0.012]

FE/HE college 0.002 0.024 �0.015 �0.037 0.026

[0.017] [0.015] [0.017] [0.022] [0.027]

Degree classification (Ref: upper second)

First class 0.009 0.009 0.012 �0.059*** 0.029**

[0.008] [0.007] [0.009] [0.010] [0.013]

Lower second 0.005 �0.002 0.005 0.059*** �0.068***

[0.006] [0.005] [0.008] [0.010] [0.011]

Third/pass 0.016 �0.019** 0.030 0.088*** �0.114***

[0.015] [0.009] [0.021] [0.026] [0.028]

NS-SEC background (ref: NS-SEC 5–8)

Managerial/professional
background

�0.050*** �0.019*** 0.000 �0.033*** 0.101***

[0.007] [0.005] [0.009] [0.011] [0.012]

Intermediate/small
employers and own account

�0.023*** �0.008 �0.003 �0.017 0.051***

[0.007] [0.005] [0.010] [0.012] [0.014]

A level points (<240)

241–340 �0.014* �0.006 0.014 0.003 0.003

[0.008] [0.006] [0.009] [0.012] [0.014]

341–420 �0.035*** �0.003 0.031*** �0.018 0.026*

[0.009] [0.007] [0.010] [0.013] [0.015]

>420 �0.045*** �0.016** 0.053*** �0.047*** 0.055***

[0.010] [0.007] [0.011] [0.014] [0.016]
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their university catchment area (this fits with the idea that employers recruit the best
students from local universities). Those students of higher ability, as proxied by
A-level points, have a greater probability of being repeat migrants and are less likely
to be non-migrants. Similarly, having a first class degree also increases the chance of
migrating, compared to other classifications, and lessens the chance of being a return
migrant—we would expect higher ability students to gain more for migration and
have less need to correct any previous migration move as predicted by human capital
theory (Sjaastad 1962).

Social class also seems to be making a difference as we see those from a higher
social class having a greater probability of repeat migration, possibly connected also
to being able to afford to migrate or being able to risk moving before finding a job.

We now turn to the comparison of subject groups. In comparison with the
reference subject of ‘Social sciences, Law, Business and education’, creative grad-
uates are the least likely to be non-migrants and have a higher probability of being a
university stayer while STEM graduates are more likely to be a late migrant and also
less likely to be non-migrants at 3.5 years, and more likely to be repeat migrants at
3.5 years. Humanities are the most likely to be return migrants and at are less likely
to be return migrants, and having a lower probability of being a late migrant.

While Faggian et al. (2014) find an important role played by ‘return migration’ for
creative graduates soon after graduation; we find that at 3.5 years ‘staying around the
university’ is the more likely for creative graduates compared to other students,
despite ‘repeat migration’ being the most common migration choice for creative
graduates and for other graduates. This of course can have positive and negative
connotations: in general, university stayers do not benefit from the highest economic
rewards (compared to repeat migrants) however, as will be shown in Table 10.4, can
help creative graduates enter a creative job (Faggian et al. 2014).

Our findings seem to confirm some of the general theoretical discussion at the
start of the chapter. It is true that creative graduates are less likely to be in the
non-migration category; therefore mobility is a common aspect of this group of
graduates. However, confirming other elements of the literature—specifically in
relation to place attachment—we see that creative graduates are the most likely to
be university stayers (although not the most common category), confirming the

Table 10.3 (continued)

Non-
migrant

Late
migrant

University
stayer

Return
migrant

Repeat
migrant

London original domicile 0.060*** 0.003 �0.022* 0.172*** �0.212***

[0.007] [0.006] [0.012] [0.012] [0.016]

Observations 12,803 12,803 12,803 12,803 12,803

Log likelihood �16,749 �16,749 �16,749 �16,749 �16,749

LR Chi2 1465 1465 1465 1465 1465

Pseudo r-squared 0.0539 0.0539 0.0539 0.0539 0.0539

Standard errors in brackets
***p < 0.01, **p < 0.05, *p < 0.1
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Table 10.4 Probability of obtaining a creative job: average marginal effects (probit)

Graduate
job

Creative
job

Creative job—creative
graduates only

Average probability 0.776 0.211 0.467

Female �0.023*** �0.091*** �0.104***

[0.008] [0.007] [0.027]

Subject (Reference Soc, Law, Bus and Edu)

Creative �0.011 0.360***

[0.013] [0.015]

STEM 0.071*** 0.048***

[0.009] [0.007]

Humanities �0.058*** 0.140***

[0.013] [0.012]

Age > 21 0.019** 0.028*** 0.057**

[0.008] [0.007] [0.026]

White 0.016 �0.018 �0.040

[0.011] [0.011] [0.041]

Degree classification (Ref: upper second)

First class 0.035*** 0.055*** 0.164***

[0.010] [0.011] [0.037]

Lower second �0.050*** �0.035*** �0.098***

[0.010] [0.009] [0.032]

Third/pass �0.161*** �0.061*** �0.183***

[0.027] [0.019] [0.064]

Institution type (Ref: Post 1992)

Russell Group 0.039*** 0.003 �0.097**

[0.011] [0.011] [0.045]

Other old 0.019* �0.002 �0.071*

[0.010] [0.010] [0.037]

FE/HE college 0.000 �0.026 0.014

[0.022] [0.019] [0.043]

Migration category (ref: Non-migrant)

Late migrant 0.062*** 0.031* 0.104

[0.021] [0.019] [0.073]

University stay 0.053*** 0.037** 0.057

[0.018] [0.015] [0.054]

Return migrant 0.006 �0.010 �0.089*

[0.016] [0.013] [0.049]

Repeat migrant 0.096*** 0.063*** 0.108**

[0.015] [0.013] [0.047]

A level points (<240)

241–340 0.019 �0.005 �0.007

[0.012] [0.011] [0.034]

341–420 0.057*** 0.005 0.077**

[0.013] [0.012] [0.039]

>420 0.065*** �0.022* 0.043

[0.014] [0.013] [0.042]
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findings of some previous works (Chapain and Comunian 2010) as well as the role
played by higher education in this sector (Comunian and Gilmore 2015).

In the next section we consider specifically the probability of obtaining a
creative job.

10.4.2.2 Creative Jobs and Their Relation to Migration

We now estimate a model (Table 10.4) to investigate the probability of getting a
creative job to see if migration behaviour is related to obtaining a creative job. We
also compare results with a probit of the probability of getting a graduate level job
(which encompasses both creative and non-creative graduate level jobs).

As would be expected creative graduates are the most likely to get a creative job,
followed by graduates from the humanities then STEM. If we use all subjects we find
being a repeat migrant, university stayer (suggesting that there might be a value in
developing local networks in a place of study towards the goal of a creative job) and
late migrant increases the probability of getting a creative jobs. If we restrict the
focus to creatives only we find that repeat migration is important and return
migration decreases the probability. This seems to support Faggian et al. (2014)
idea that return migration is used as a coping mechanism for graduates who were not
successful in obtaining a job or developing local networks and need to revert to old
networks and support mechanisms (family or friends). We can see those who are
more mobile are more likely to get a creative job but of course it is not possible to
determine if they moved to find the job or moved because they had the job. This
seems to confirm the findings of Bennett (2010) that highlights how employment
opportunities play a role in attracting artists but that migration remains financially
risky considering the temporary and part-time nature of many jobs in the creative
industries. Socio-economic background only impacts on the likelihood of getting a
graduate job as opposed to the likelihood of getting a creative job. Overall we can see

Table 10.4 (continued)

Graduate
job

Creative
job

Creative job—creative
graduates only

NS-SEC background (ref: NS-SEC 5–8)

Managerial/professional background 0.031*** 0.010 �0.028

[0.010] [0.010] [0.034]

Intermediate/small employers and own
account

0.023** 0.014 �0.006

[0.012] [0.011] [0.040]

Observations 12,569 12,784 1543

Log likelihood �6566 �6192 �1163

LR Chi2 576.6 976.5 113.1

Pseudo r-squared 0.0510 0.0924 0.0621

Robust standard errors in brackets
***p < 0.01, **p < 0.05, *p < 0.1
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that women are less likely to get a creative job—this seems to confirm the gender and
diversity unbalance in the creative industries (Conor et al. 2015) but more likely to
get a non-creative graduate job than men, which seem to suggest an issue specific to
the sector rather than overall gender disadvantage.

Degree class seems much more important for getting a creative job. Institution
type play less of a role for creative graduates as we know from previous research that
they are less present in more prestigious (Russell Group) institutions (Comunian
et al. 2011). In reference to A level points we see creative graduates are less likely to
be in the >420 category than other graduates. All of this seems to confirm that these
factors might be more relevant for jobs outside the creative sector and that qualifi-
cations are considered less important within the creative industries and occupation
(The Work Foundation 2008).

10.4.2.3 Migration and Salary Changes and Career Satisfaction
Over Time

If we examine our salary model estimates in Table 10.5, creative graduates tend to
earn less than other subject groups, followed by humanities. We can confirm earlier
findings and arguments of human capital scholars (Chevalier 2011; Naylor et al.
2002) that a better degree class, attending a more prestigious university (this only at
10% level) and having greater ability (as proxied by A-level points) increases wages.
Consistent with previous studies, females earn less, as do some ethnic minorities,
with older students earning more. Geography of course plays a role and London
provides greater nominal wages, similar to earlier studies (Faggian et al. 2013).

Overall we can see that late and repeat migrants earn the most followed by
university stayers Overall if we look at the salary that jobs can offer a non-creative
graduate job will earn the most however, if we interact job type (see the third column
in Table 10.5) with subject we see that STEM graduates earn the most within
creative jobs and humanities the least. This highlights the fact that there are well
paid jobs within the creative industries but they are not specifically taken by students
from creative subjects but by other students (Comunian et al. 2015a).

A non-creative graduate job brings the greatest rewards followed by a creative job
compared to a non-graduate job—creative graduates do better getting a non-creative
graduate job (see the second column of Table 10.5). There are no differences, on
average, within the premium for a non-creative graduate job among subjects.
Creative graduates (both from the interaction in column 3 and the second column)
get a penalty from return migration which other students do not get. Creative
graduates also get a smaller London premium than other graduates with Social
sciences, Law, Business and education getting the greatest London premium.

Of course salary is not the only motivation so we can also look at career
satisfaction asked at 3.5 years. For satisfaction we have undertaken a probit of
very/fairly satisfied, as reported in Table 10.5; again estimating this for all, creative
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graduates and including interaction terms with subject12 Again, confirming other
human capital theory research, a higher degree class and a stronger institution of
study, increase the salary level of graduates, however, we notice these factors do not
have strong correspondence in relation to career satisfaction.

If we focus on creative graduates they have a lower probability of reporting they
are very/fairly satisfied with their career (column 6 of Table 10.5) which is stronger if
we remove salary (not shown).

Being in a creative job increases satisfaction and creative graduates (from column
5) in particular are more satisfied if they get a creative job.. Therefore while being in
a creative job does not specifically increase the economic reward for creative
graduates, it certainly affects their career satisfaction. Interestingly, the impact
(column 5) of salary seems higher for creative graduates than graduates in general
which goes against what we may expect i.e. creative graduate are less motivated by
economic rewards. Compared to being a non-migrant, university stayers, return
migrants and repeat migrants tend to be less satisfied with their careers. However,
we know that migration has positive salary impacts and increases the likelihood of
finding a creative job, with both having a positive impact on career satisfaction
which outweigh these negative effects. If we interact subject with the migration
categories (column 6) the negative impact of migration on career satisfaction reduces
which is driven by a positive impact of migration for STEM graduates.

Table 10.6 provides the results from the inverse probability weighted regression
adjustment (IPWRA) estimators to estimate the impact of migration on salary and
obtaining a creative job, whilst allowing for the potential self-selection of migration
which could potentially bias results. The results reported are the average treatment
effect on the treated.

After allowing for selection we see the effects of repeat migration, late migration
and university stayer remains for salary but when we focus on creative graduates the
impact is only significant for repeat migration. Part of the impact of salary seems to
be driven by the ability to find a graduate (creative job) since the impact of migration
strategy increases if we exclude job type. If we examine the probability of getting a
creative job we see that repeat migration is important and for creative only that return
migration statistically significantly reduces the probability.13 It seems that repeat
migration is important for salary for all and creative graduates, and for getting a
creative job. However, it seems that return migration has a negative impact for
creative graduates on the likelihood of getting a creative job. Being a university
stayer does not seem to have any significant impact once we allow for selection—we
know from Table 10.3 that university stayers are partly connected to underlying
ability and achievement measures. In terms of career satisfaction Table 10.6 suggests
that late and repeat migration has a positive impact on career satisfaction but these

12When average marginal effects are reported with interaction effects the overall effects are reported
by Stata and the interaction effects are not separately reported.
13The sample size falls when we examine creative only since the size of the other migration
categories are still quite large but there is not enough power to reach significance.
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effects disappear when we control for salary and job type, again reiterating that
migration has an indirect impact on career satisfaction through increasing salary and
increasing the likelihood of finding a creative or graduate job. For creative graduate
return migration has a negative impact on career satisfaction but this disappears
when salary and job type are included.

10.5 Conclusions

The chapter builds on previous work on the relationship between migration and
human capital. It specifically explores the need to distinguish between different
types of human capital—related to different forms of specialisation at the higher
education level. Following Comunian et al. (2010) initial work, it focuses on
‘creative human capital’: higher education graduates with a specialisation on artistic
and creative disciplines. Building on the recent contribution of Faggian et al. (2014)
it analyses what role migration patterns play in enabling graduates to obtain a

Table 10.6 Creative job, salary and career satisfaction models: adjusting for selection using
inverse probability weighted regression adjustment (IPWRA) estimators

Creative job

Salary—all Career satisfaction

All No job type All No job type/salary

All

Migration category (ref: Non-migrant)

Late migrant 0.023 0.077*** 0.092*** 0.009 0.037**

[0.019] [0.016] [0.017] [0.016] [0.016]

University stay 0.029 0.035** 0.045*** �0.034** �0.01

[0.018] [0.015] [0.015] [0.015] [0.016]

Return migrant �0.013 0.006 0.011 �0.016 �0.015

[0.014] [0.013] [0.013] [0.015] [0.015]

Repeat migrant 0.053*** 0.084*** 0.098*** �0.019 0.033**

[0.016] [0.016] [0.017] [0.013] [0.014]

Creative graduates

Migration category (ref: Non-migrant)

Late migrant 0.112 0.023 0.022 0.002 0.012

[0.093] [0.049] [0.053] [0.065] [0.057]

University stay 0.082 0.046 0.054 �0.029 �0.076

[0.073] [0.035] [0.038] [0.056] [0.049]

Return migrant �0.158** �0.001 0.004 �0.043 �0.091**

[0.062] [0.036] [0.032] [0.055] [0.043]

Repeat migrant 0.111 0.078** 0.095*** �0.002 �0.004

[0.068] [0.034] [0.035] [0.042] [0.043]

Standard errors in brackets
***p < 0.01, **p < 0.05, *p < 0.1
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creative job and better economic rewards and career satisfaction. Taking the work of
Faggian et al. (2014) further we present a medium -term (3.5 years after graduation)
view to the migration patterns of graduates and compare changes between the short
and long term. The key finding of the chapter can be articulated in two main points:

Creative Human Capital, Same and Different Many of the migration dynamics of
creative human capital reflect the general trends found in the general human capital
theory and research. Students with higher abilities, a higher class degree, older and
from Russell Group universities are more likely to migrate and be repeat migrants
(Sjaastad 1962). This reinforces and supports previous work and findings across a
range of disciplinary analysis (Faggian and McCann 2009b; Jewell and Faggian
2014). However, compared to other subject groups, we confirm Faggian et al. (2014)
findings that creative graduates are less likely to be non-migrants but have a higher
probability of being a university stayer, therefore they are less likely overall to
benefit from the economic rewards of repeat migration and seems to be more likely
to build networks and stay in the context where they studied (Comunian 2012).

Economic and Non-Economic Rewards Confirming previous work in Abreu et al.
(2012) on salary expectations for creative graduates in the medium-term period
(3.5 years after graduation), our findings confirm that creative graduates tend to
earn less than other subject groups (followed by humanities) and the wage penalty of
being a creative graduate decreases only marginally by 3.5 years. We also confirm
that this is not specifically related to entering ‘creative jobs’ as STEM graduates earn
the most within creative jobs and humanities the least. Alongside the economic
measure of salary we wanted to consider also the level of career satisfaction—as
other forms of personal rewards are usually put forward as explanation by econo-
mists working on cultural and creative labour dynamics (Abbing 2002; Throsby and
Zednik 2011). We find that even in the medium term creative graduates are in
general less satisfied with their career, followed by humanities, which weakens
considerably when salary is included (although their satisfaction is increased by
obtaining a creative job) .

Overall, our data further than confirming previous work point towards the longer-
term struggle of creative graduates and the lower (economic and satisfaction)
rewards experienced by creative human capital in the medium-term. Migration
patterns, mobility and geography might for some students improve their outcomes
in the medium-term but these still under-perform the other subjects. We need to
confirm that—even after 3 years and half of potential adjustment—paradoxically and
contradicting some of the general assumption about the creative class (Mellander
and Florida 2011) “following your passion into a so-called cool career may more
likely lead to misery or at least poverty”. The dichotomy seems to remain across time
“Do what you love. . .and starve?” (Nemko 2014).

Since our data does not allow us to delve deeper into the motivations for moving,
there is scope for future research to understand the reasons for moving and willing-
ness to move, and whether this varies by degree subject, as well as exploring longer
term outcomes beyond 3.5 years.
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Chapter 11
Interregional Migration and Implications
for Regional Resilience

Daniel Crown, Timothy Jaquet, and Alessandra Faggian

Abstract Regional resilience is a growing topic that encompasses many ideas,
including what factors reduce the impact of negative shocks, or enhance a region’s
ability to recover or adapt. In this chapter we examine the relationship between
patterns of migration during periods of recession and the overall economic resil-
ience of an area. Determining whether the characteristics that attract migrants also
contribute to an area’s resilience is an important question to policymakers who seek
to improve their local area’s resilience to economic shocks. Our principal finding is
that during an economic downturn migrants are less likely to move to an area with a
different industrial composition than that of their origin county. We interpret this
finding as evidence that migrants face frictions which prevent them from moving
to counties with relatively high performing industries and instead respond to
economic shocks by moving to a county with the same industrial sectors, but that
may have been less-affected by the recession. When we examine the factors which
contribute to the economic resilience of an area, we find that the characteristics
which contribute to resilience during a recession are different than those that are
significant in other periods. Specifically, during a recession, the role of a county’s
industrial structure is the primary factor that contributes to the resilience of an area.
Together, these findings imply that a county’s industrial composition is a driving
force behind both migration during a recession and the economic resilience of
an area.
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11.1 Introduction

Hurricane Katrina, the collapse of the U.S. housing market, the global food crisis, the
ongoing war in Syria, all of these events represent massive shocks to regional and
global socioeconomic systems. The increasing frequency and intensity of these
negative events has contributed to a growing interest in a variety of topics grouped
under the umbrella of “regional resilience”. In the face of mounting concern over
climate change and political and economic stability, policymakers at all levels of
government are expressing a growing interest in understanding what factors make a
community impervious to negative shocks and aid in recovery during the aftermath.

The majority of research in the field of regional economic resilience has focused
on characteristics such as the presence of industry structure and diversity of indus-
trial composition, regional characteristics, or workforce demographics such as the
level of human capital (e.g. Reggiani et al. 2002; Martin 2012; Hill et al. 2012;
Faggian et al. 2017). However, there has been virtually no consideration of the role
of migration in resisting or recovering from negative shocks. While the factors
driving migration associated with natural disasters or conflict may be obvious,
changes in patterns of human behavior during a recession are less straightforward.
These broader recessionary periods lack the clear spatial point of impact, like that of
an earthquake or civil war, which increases the difficulty of identifying and evalu-
ating their direct and spillover effects. If industry and workforce factors are proven to
be relevant factors of resilience, then migration represents a potentially relevant
insight into understanding regional changes during recession and recovery.

Internal migration rates in the United States have steadily fallen since the 1980s
(Partridge et al. 2012), and the decrease becomes even larger during periods of
recession (Molloy et al. 2014). Explanations for this observed decline include the
contraction of the housing market leading to ‘lock-in’ effects and a decline in the net
benefit to migration for all migrants attributable to declines in the overall business
cycle (Saks and Wozniak 2011). Surprisingly, little research has been conducted to
determine whether the location specific characteristics that attract or repel migrants
are the same depending on the state of the overall economy of a country. Determin-
ing how the preferences of migrants change according to the business cycle has
important policy implications for local governments who seek attract migrants with
high levels of human capital.

This chapter seeks to answer the following questions at the crossroads of resil-
ience and migration: How do the location specific characteristics that attract migrants
change during a recession? What is the role of these factors in contributing to
economic growth and resilience? Do the characteristics that attract migrants also
help bolster the economic resilience of an area?

Using ACS county to county migration flow data and a fixed effects negative
binomial regression, we confirm several prior findings of the positive role of county
size and human capital on attracting new migrants. By comparing a pre-recession
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period with the period of recession and recovery during 2008–2012, we find that
migrants are less likely to migrate to a county with a different industrial composition
during periods of recession. We interpret this finding as evidence that during periods
of economic downturns, workers are unable to freely adjust their human capital in
order to move to areas with high-performing industries, and instead will seek out
destinations with similar occupations as their origin county, but that may have been
relatively unaffected by the recession. When looking at the impact of these factors on
regional resilience, we find that the characteristics which contribute to the growth of
an area change during the recessionary period. Specifically, during a recession the
primary factor that contributes to regional resilience is the industrial composition of
a county. Taking these two results together, we conclude that the factors that areas
traditionally use to attract migrants may be less effective during a recession due to
increased industry lock-in. For areas concerned with resilience of their local labor
market, focusing on industry composition is likely a more effective approach than
others which might be successful in a normal business climate.

11.2 Background

11.2.1 Migration and the Great Recession

Previous work on the role of migration during periods of recession has attempted to
explain why internal-migration rates fall during a recession. As outlined in Molloy
et al. (2014), net migration rates in the United States have fallen steadily since the
1980s. However, recent studies have documented that the decline in migration rates
has accelerated during periods of recession (Saks and Wozniak 2011). Figure 11.1
displays the percent of the population that has moved to a new county from
1980–2015 calculated from the IPUMS Current Population Survey (CPS) microdata.
The accelerated decline in migration is evident from 2005–2010, where the percent
of the population who moved to a new county fell from 5.8% to 3.7%.

Researchers attempting to explain the decline in migration rates during periods of
recession have proposed several hypotheses related to the housing market and a
change in the overall net benefit to migration. Early studies have found that when
house prices fall, or interest rates rise, that homeowners are ‘locked-in’ to their
current home, reducing mobility (Quigley 1987; Henley 1998). More recent esti-
mates suggest that the ‘lock-in’ effect during a housing downturn are substantial.
Ferreira et al. (2010) find that homeowners who suffer from negative equity are
one-third less mobile, and that an additional $1000 in real annual mortgage costs
lowers mobility by 12%.

An alternative explanation for why migration rates fall during times of recession
is that the overall net benefit to migration may fall due to diminished labor market
opportunities in potential destinations. In their study, Saks and Wozniak (2011) find
that the net benefit to migration rises during boom-periods and falls during reces-
sionary periods. Additionally, they find that young adults and those who are in the
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labor force exhibit the largest decline in migration during periods of recession,
indicating that the primary mechanism could be more related to the labor market
rather than the housing market.

In this chapter, our aim is to focus explicitly on how the factors that drive
migration change when an economy is in a recession. This question has received
considerably less attention in the literature. In a paper that is most similar to this
chapter, Rupasingha et al. (2015) examines how the factors that drive non-metro to
metro migration change over time, but does not consider the direct effects of the
economic recession. To the best of our knowledge this chapter represents the first
examination of this question.

11.2.2 Regional Resilience

Over the last 10 years, “resilience” has become a buzzword in the realm of regional
science. It is not difficult to picture the concept of areas enduring and responding to
negative shocks. However, formally defining resilience and measuring it represents a
huge empirical challenge. Trying to adapt the various existing definitions from areas
such as physics and ecology has proven difficult.
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Fig. 11.1 Percent of population that migrated to a different county from 1980–2015. Source:
IPUMS current population survey data
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Martin and Sunley (2015) is often cited as the best comprehensive review of the
various concepts, their history, and applications to economics. The two most intu-
itive definitions of resilience, originally articulated by the ecologist Holling (1973),
are the ability to absorb or resist a negative shock (referred to in the literature as
“ecological resilience”), and the ability to bounce back in the aftermath of one
(referred to as “engineering resilience”). Originally considered separate definitions
from different fields, Martin (2012) shows how varying definitions of resilience can
be thought of as components of a larger framework.

While the components themselves seem intuitive, applying them to the analysis
of a regional economy is not straightforward. And understanding the fundamental
interactions between the pieces of the larger resilience concept is complicated. On
the one hand, the less an area is impacted by a shock (resistance), the easier it will be
to get back to where they were before (recovery). On the other hand, the traits that
aid in resistance may actually inhibit recovery. Strengthening the rigidity of an area’s
systems may result in less flexibility and ability to adapt to a changing environment
(Anderies 2015). There is also the question of what are you “locking in”? This focus
on the status quo may lock in existing inequalities, injustices, or inefficiencies that
prevent progress (MacKinnon and Derickson 2013). However, the idea of resistance
as an approach to negative shocks has its own benefits. Avoiding or absorbing the
shock eliminates the trauma and suffering that a community endures during the
shock and recovery process. The concept of “bouncing back” necessarily contains an
assumption that recovery is even an option. If a system possesses “tipping points”
that can lead to a completely different equilibrium, then recovery may no longer be a
viable alternative. As the formal concept of economic resilience moves forward,
more work needs to be done identifying what traits best characterize these processes
and their inherent synergies or trade-offs.

Regardless of which definition or component is of interest, there are many
subjective decisions the researcher must make. What constitutes a “negative
shock”? What time frame should be studied? What variable is best used as an
indicator of resilience? What should be included in an index and how should the
variables be weighted? Some of this may be guided by the research question, but
many of these decisions vary with the researchers underlying beliefs about how
regional economies work. As such, the bulk of the empirical work thus far has
focused on identifying trends and applying different definitions to various settings.

Starting with Reggiani et al. (2002) much of the empirical work in resilience
has focused primarily on employment as an indicator of regional resilience
(e.g. Fingleton et al. 2012; Han and Goetz 2015; Lagravinese 2015). Other authors
have used GDP (Cerra and Saxena 2008), GDP per capita (Cellini and Torrisi 2014),
and patent generation (Balland et al. 2015). Just as there is a lack of consensus on
which indicator of resilience to use, there has yet to be an agreement on the
geographic unit of analysis. Past work has studied resilience at the level of local
labor markets by using Metropolitan Statistical Areas (MSA) in the U.S. (Doran and
Fingleton 2013) and Local Labor Systems (LLS) in Italy (Faggian et al. 2017),
U.S. counties (Han and Goetz 2015), European regions (Martin 2012), or country
level (Ormerod 2010).
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For our analysis, we also use employment as our primary indicator of resilience.
We measure this two different ways. First, we use a simple measure of growth in
total employment. Alternatively, we construct a second measure of resilience,
similar to the one used in Martin et al. (2016) that measures how well a county
performs relative to if all industrial sectors had grown at their national rate. For our
geographic unit, we chose the county level, in order to identify heterogeneity and
patterns that might not be apparent at the state level.

11.3 Motivation and Empirical Approach

11.3.1 Empirical Migration Model

Starting from the migration side, in our model, individuals observe both economic
and non-economic characteristics in a potential destination when deciding whether
to move. We assume that individuals are rational, freely mobile, and seek to
maximize their expected utility. Each individual i living in location j receives a
level of utility that depends on the level of non-economic location specific amenities,
aj, and economic characteristics, ej. The individual chooses to migrate if their
expected utility in a new destination, k, is greater than that in their current location,
j, minus the cost associated with moving from location j to k, cjk.

NB ¼ Uik ak; ekð Þ � Uij aj; ej
� �� cijk , j 6¼ k ð11:1Þ

Thus, individuals will migrate if the net benefit of migration, NB, is greater than
0. This approach follows the random utility framework of McFadden (1974), and has
been commonly used in the migration literature (Faggian and Franklin 2014; Biagi
et al. 2011; Rupasingha et al. 2015).

Within the framework of the random utility model, we can express the utility for
individual i facing the decision to move from location j to k as:

Uijk ¼ βXjk þ εjk ð11:2Þ
where Xjk is a vector of location specific characteristics and proxies for the costs of
migration. By assuming that individuals move in order to maximize their expected
utility, the probability of migrating from location j to k is:

Pjk ¼ P Uij > Uik

� � ð11:3Þ
which is equivalent to the probability that the net benefit to migration is greater
than 0.

To link the migration behavior of individuals to the resilience of an area, we
estimate whether the location specific characteristics which attract migrants change
depending on the national business cycle. In order to do so, we use county-to-county
migration flow data paired with a set of county-level characteristics.
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Many applications of the random utility framework use the Conditional Logit
Model (CLM) to estimate the effect of location specific characteristics on the
decision to migrate. One well known drawback of such an approach is that the
CLM relies on the Independence of Irrelevant Alternatives (IIA) assumption. This
assumption states that the probability ratio of an individual choosing between two
alternatives does not depend on the characteristics of another alternative. As shown
in Cushing and Cushing (2007), this is not likely to hold in applications where the
choice set is large, and will lead to incorrect estimates. The IIA assumption is
unlikely to hold in the current application, as we will examine migration flows for
3144 counties in the United States. To relax the IIA assumption, many studies utilize
the result of Guimaraes et al. (2003), who show that under certain conditions the
likelihood function for the CLM and the Poisson regression model are equivalent.

However, one disadvantage of using the Poisson regression is the assumption
of equidispersion, where the variance is assumed to be equal to the mean. In
many empirical applications the data exhibits overdispersion, where the variance is
larger than the mean. When the equidispersion assumption is violated, the parameter
estimates from a Poisson regression will be biased (Cameron and Trivedi 2005). To
accommodate our county-to-county migration flows which exhibit overdispersion,
we will follow the recommendation of a number of previous studies and use the
Negative Binomial model (Biagi et al. 2011; Faggian and Franklin 2014; Miguélez
and Moreno 2014).

We use the gross county-to-county flow of migrants in the U.S., njk, as the
dependent variable in the analysis. Thus, our dependent variable is the number of
individuals who move from county j to county k. Assuming the njk follow a Poisson
distribution, the equidispersion property requires that:

E njk
� � ¼ μjk ¼ eαþβXjk ¼ var njk

� � ð11:4Þ

To relax this assumption that is unlikely to hold in most empirical applications,
we add another parameter which is a function of an omitted variable, which can be
interpreted as the unobserved heterogeneity of migrants. With this modification, the
mean is given by:

E njk
� � ¼ eαþβXjk∗eεjk ð11:5Þ

where eεjk is assumed to follow a gamma distribution with the following probability
density:

Pr n ¼ Xð Þ ¼ Γ nþ α�1ð Þ
n!Γ α�1ð Þ

α�1

α�1 þ μ

� �α�1

μ

α�1 þ μ

� �n

ð11:6Þ

where Γ is the standard gamma function and α is the ancillary parameter which
measures the degree of dispersion. Note that the Poisson model is a specific case of
the Negative Binomial in which the degree of dispersion is exactly 0.
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11.3.2 Empirical Resilience Model

Because we are interested in understanding how the factors that drive migration
relate to the factors that affect resilience, we construct a simple model where we
evaluate whether some of the variables that drive migration also have an impact on
employment. We run the model with two specifications. The first uses change in total
employment in county j, as the dependent variable:

ΔEj ¼ βXj þ γIj þ Sþ ε ð11:7Þ
where Xj is a vector of explanatory variables including county-level measures of
human capital, amenities and baseline population. We also include a vector of
industry shares, Ij, and state fixed effects.

In our second specification, we construct a measure of resilience similar to that of
Martin et al. (2016) by calculating the difference between a county’s actual future
employment and its predicted employment if each sector in the county great at the
national growth rate. Mathematically, we calculate this measure as:

Rj ¼
X

i

E eij
� �� eij
E eij
� � ð11:8Þ

where E[eij] is the predicted employment level that would occur if the industry grew
according to the national growth rate for that industry during this time-frame. Our
measure differs from that of Martin et al. (2016) because we use the difference in
expected and actual industry employment levels rather than the difference in indus-
try growth rates. In practice, if the expected growth rate of an industry is very small,
the resilience measure of Martin et al. (2016) will approach infinity. It is for this
reason that we choose to use the expected and actual levels of employment rather
than growth rates in our measure of resilience.

This variable is interpreted as measuring a county’s deviation from the path of an
“average” county with the exact same industry structure. This deviation is the direct
result of its unique traits that cause it to grow faster than average (or prevent it from
keeping pace). By using this measure as a dependent variable in the resilience model,
we not only control for growth that corresponds strictly to industry structure, but we
are also able to estimate to what degree specific variables of interest correspond with
these deviations.

The resulting model is:

Rj ¼ βXj þ Sþ ε ð11:9Þ
Notice there is no term for the Industry Shares, because this is already being

controlled by the Resilience measure. The resulting measure is a much cleaner
expression of local economic processes.
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11.4 Data and Methods

11.4.1 Migration Flow Data

To estimate the impact of location specific characteristics on the individual’s
migration decision, we utilize county-to-county migration flow data from the 2000
Decennial Census and the 2012 5-year American Community Survey (ACS). An
ideal study would compare the county-level characteristics that attract migrants
over three time periods. A pre-recession period, a recessionary period, and a post-
recession period. Unfortunately, the migration flow data from the ACS is only
available in 5-year estimates, which do not provide a temporal resolution to isolate
the recession and recovery separately.1 Thus the time periods chosen for this study
are intended to represent a “normal” period (1995–2000) and a period of recession
and recovery (2008–2012). While we leave studying the differences between periods
of recession and recovery for future work, we can still examine changes in migration
patterns compared to the baseline period of 1995–2000.

The county-to-county migration flows are generated from a survey question that
asks respondents if they lived in the same residence 1 year ago for the 5-year ACS,
and 5 years ago for the Census. If respondent answers that they did not live in the
same residence, they are asked to provide the location of their previous residence.
The individual answers to the survey question are aggregated into integer-numbers
of migrants which can be thought of as a 3144 � 3144 origin to destination matrix,
excluding the diagonal of non-migrants.

It is important to note that as a result of the difference in duration over which the
migration question is asked between the Census and ACS, we have migration data
for 687,845 county-to-county flows for the pre-recession time period, and 221,067
county-to-county flows for the 2008–2012 timeframe. While the literature suggests
that migration declines during periods of recession, we believe that this effect is
compounded by a change in data collection methods from the Census to ACS.
Fortunately, as previously mentioned, our interest is not in levels of migration, but
the patterns and determinants. Although the time period for migration in the survey
questions differ across the ACS and Census, the resulting migration flows have been
shown to be highly correlated across data sources and can be reliably used for
comparing trends across samples (Benetsky and Koerber 2012).

11.4.2 County-Level Characteristics

Following the prior literature, we include a variety of economic and amenity based
county-level characteristics, which are hypothesized to motivate migration. To
mitigate concerns about endogeneity, we use county level variables that are

1The most recent release of the ACS county-to-county migration data covers the period of
2010–2014, which overlaps with the 2008–2012 used as our ‘recessionary period’.
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measured prior to the period of migration. Specifically, for the 1995–2000 migration
period from the 2000 Census we use county characteristics from the 1990 Decennial
Census. For the 2008–2012 5-year ACS migration flows we use county-level data
from the 2006–2008 3-year ACS. Additionally, we include origin-county fixed
effects in all specifications to control for unobservable time-invariant characteristics
that may influence migration.

The distance between counties, calculated as the number of miles from centroid to
centroid of the origin and destination county, is included as a proxy for the individ-
ual’s cost of migration. This is motivated by the migration gravity model literature
(for a review Sen and Smith 2012) and has been used in a variety of studies
(e.g. Greenwood et al. 1991; Cushing and Poot 2003). This is hypothesized to
have a negative effect on migration. To allow for a more flexible specification, we
also include distance squared, which reflects the fact that there may be a diminishing
negative effect of distance on the propensity to migrate.

The role of location specific amenities is emphasized in the equilibrium approach
to migration modeling (Graves 1979; Knapp and Gravest 1989; Dotzel 2016). A
large amount of recent evidence has shown that migrants are positively attracted
to non-tradeable amenities such as weather, public services, and natural resources
(Knapp and Gravest 1989; Rappaport 2007; Partridge 2010). To assess whether this
relationship changes during periods of recession, we include the natural amenity
index developed by McGranahan (1999). This index summarizes measures of
natural resources including county-level measures of climate, topography, and
amount of area covered by water. It has been shown in prior work that this variable
is expected to have a positive effect on migration, as individuals typically seek areas
with more favorable weather. Specific to this study, we expect that the magnitude of
this effect should be reduced during periods of recession as individuals are primarily
motivated by labor market conditions.

We include the percent of the population that is over the age of 65 to control for
the migration patterns of retirees. Prior research has shown that retirees may be more
likely to move from a metro to non-metro area for retirement (Jensen and Deller
2007). Migration of retirees may differ from that of younger adults as retirees are
likely motivated by the presence of natural amenities rather than economic condi-
tions. We also include the percent of the population that is married, and the percent
of the county that has a bachelors degree or higher as sociodemographic control
variables.

Median housing price is included to control for the fact that high housing prices in
a county may discourage in-migration. While we expect median housing price to
have negative sign due to higher housing prices reducing the incentive to migrate, it
may be positive due to the presence of unmeasured amenities such as school quality
or nearby natural attractions (Jeanty et al. 2010). In addition, we include the
unemployment rate, percent below the poverty line, and median household income
to control for county-level economic conditions. We expect prosperous counties
with high income and low unemployment rates to attract migrants, and regions with
less favorable economic characteristics to repel migrants.
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Lastly, we control for local labor demand shocks by using the predicted growth
of industry employment in a county if the county’s industry sectors grew at the
corresponding national rates (Bartik 1991; Partridge et al. 2012). As mentioned
previously, the main advantage of this variable is that it does not suffer from the
endogeneity bias that results from local labor demand shocks because it relies only
on the initial industrial composition of the county and the national industry growth
rates. This measure will only be biased to the extent that a region can influence the
overall rate at the national level, which for a given county is almost none. To
construct this variable we use industry employment data from the Quarterly Census
of Employment and Wages collected by the Bureau of Labor Statistics. The
predicted growth in employment is defined as:

Lj ¼
X

i

eij
Ej

∗Ni ð11:10Þ

where eij is the level of employment in industry i and county j at the initial period and
Ej is the total employment in county j. The fraction of employment in industry i in
county j is then multiplied by the national growth rate measured over the time frame
of interest. In our study, we use the national growth rate from 1990–2000 and
2008–2012, with 1990 and 2008 representing the baseline periods. Using this
measure of predicted employment growth based only on the initial industrial com-
position of a county and the national growth rate of an industry allows us to control
for local labor demand shocks and measure how employment in a county would be
expected to grow if each industry grew according its corresponding the national
growth rate. We expect this variable to have a positive effect on migration during
both periods because areas with high predicted employment growth should be
viewed as attractive for migrants, and even more attractive during periods of
recession.

11.4.3 Cluster Analysis

To further understand the role of industry structure on migration, we cluster counties
according to their industry composition at the start of our migration periods (1996
and 2008). Cluster analysis is a data-driven method of identifying the “natural”
grouping of observations in a dataset. An advantage of cluster analysis over more
straightforward methods of grouping, such as quantile analysis, is that cluster
analysis allows for grouping on the values of multiple variables, by merging
observations that are “close together”. In the case of the industrial composition of
a U.S. County, we grouped counties based on the share of employment in each
industry.

There are several different ways to measure “distance” between observations in
determining the similarity of groups. For our analysis we use Ward’s Method, which
forms groups by selecting the merger that results in the lowest within group variance.
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By design, the members of any given cluster have a more similar industrial compo-
sition to each other, than they do to the members of any other cluster. Ward’s
Method is one of the most common clustering procedures and is considered the
best method for producing homogenous groups. The resulting analysis revealed five
clusters to be the optimal number across the two samples.2

Tables 11.1 and 11.2 provide a brief summary of the groups identified by the
cluster analysis and Tables 11.6 and 11.7 in the appendix provide full summary
statistics of county-level characteristics by cluster.

Due to the purely data-driven nature of the grouping process, it is striking how
similar the interpretation of the groups are in the two different time periods. In both
samples, Cluster 1 contained counties that were dominated by Manufacturing and
contained an even split among rural and urban counties. Both samples also identified
a largely rural group that was dominated by Agriculture. Lastly both samples
identified a cluster of mostly urban counties that are relatively strong in Finance,
Professional Services, and Trade. The remaining two clusters in each group did
exhibit some differences depending on the sample. For 1996 the 4th cluster

Table 11.1 Description of cluster characteristics (1996 sample)

Cluster
Number of
counties Description

1 426 Dominated by manufacturing

2 321 Dominated by agriculture. Also strong in mining and wholesale trade.
77% rural

3 694 Largest shares in wholesale and retail trade, finance, and service
industries. 86% urban

4 590 Rural with large shares in wholesale and retail trade, finance, and
service industries. Slightly lower but balanced across the same groups,
and higher in agriculture and mining. Most balanced group overall

5 87 Appear to be largely repressed areas with government jobs making up
around 35% of their employment on average

Table 11.2 Description of cluster characteristics (2008 sample)

Cluster
Number of
counties Description

1 494 Dominated by manufacturing

2 149 Dominated by agriculture. 60% rural

3 384 Highest in professional and information services and FIRE industries.
92% urban

4 290 Highest in education and government sectors. Also strong in profes-
sional and information services and FIRE industries. 82% urban

5 494 Low house value and household income. 62% urban

2While clustering is a mathematical process, there are still subjective decisions that need to be made
by the researchers. The 1996 group revealed principal modalities of 3 or 5, and the 2008 group
leaned towards 4 or 5, so we selected 5 because it was well suited for both groups.
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represents a group of counties that are largely rural, with a relatively high share of
employment in the Mining and Construction sectors. The 5th cluster is greater than
50% urban counties and contains counties with the highest shares of Government
employment. The 2008–2012 sample differs from 1996–2000 in that the 4th cluster
is 82% urban counties and composed mostly of Education and Government indus-
tries. The 5th cluster is also mostly urban counties and composed of Retail Trade and
Manufacturing firms.

We use the groups identified in the cluster analysis to estimate whether individ-
uals choose to migrate to a destination with a similar industrial composition as the
county they are leaving. To operationalize this procedure, we generate an indicator
variable which equals 1 if the migrant moves from an origin in one cluster to a
destination in a different cluster. We include the ‘Migrated to Different Cluster’
variable to estimate whether migrants respond to economic shocks by moving to a
county with the same industrial composition, or to an area with a different industry
structure. We perform this analysis for each sample separately to ensure that the
differences in group composition across samples will not affect the results. A
positive estimated coefficient indicates that people choose to migrate to a county
that has a similar industrial makeup to their origin. A negative sign indicates that
migrants are moving to a different type of area, where they may potentially switch
industries. We expect that migrants are less likely to move to a county with a
different industrial structure in both periods, however we anticipate that this effect
will be smaller during the recessionary period, as migrants may switch occupations
to industries that were less affected by the recession.

11.5 Results

11.5.1 Migration Model Results

We first examine whether the characteristics that attract or repel migrants have
changed from 1995–2000 to 2008–2012. The results from the Negative Binomial
county-to-county migration flow model are in Table 11.3.

Similar to past studies, we find that migrants are attracted to counties with larger
populations (Biagi et al. 2011; Rupasingha et al. 2015). This finding is often
attributed to the benefits of agglomeration, where migrants move to big cities in
order to take advantage of thick labor markets and urban amenities. By comparing
the estimate across samples, it appears that attractiveness of large counties remained
relatively constant before and during the recession.

The role of distance also remained relatively constant across the two samples,
with the estimate during the recession becoming slightly less negative. During the
pre-recession period of 1995–2000, a one-mile increase in distance between an
origin and destination county pair decreases the probability of migration by 3.4%,
while during the recession a one mile increase in distance decreases the probability
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of migrating by 2.5%. Though the difference between these coefficients is small, the
decreased negative effect of distance is consistent with the idea that migrants may be
willing to move larger distances in search of jobs during periods of recession.
Additionally we find a positive coefficient for the distance squared variable which
indicates that there are diminishing marginal costs of moving larger distances.

Table 11.3 Results from negative binomial county-to-county migration model

(1)
1995–2000

(2)
2008–2012

Baseline log population (1990, 2000) 0.341*** 0.324***

(0.00149) (0.00266)

Percent with bachelors or higher (25 years and older) 0.00276*** 0.00510***

(0.000296) (0.000440)

Unemployment rate 0.01000*** �0.00233

(0.000873) (0.00172)

Amenity index 0.0539*** 0.0724***

(0.000621) (0.00129)

Percent married 0.000973* 0.00294***

(0.000496) (0.000627)

Percent over 65 �0.0102*** �0.0116***

(0.000440) (0.000719)

Median household income (in thousands) �0.00446*** 0.000787

(0.000507) (0.000519)

Median house value (in thousands) 0.000301*** �0.000520***

(5.42e-05) (4.04e-05)

Industry mix 0.0138*** 0.00439*

(0.000477) (0.00255)

Percent below poverty line �0.00123*** �0.000243

(0.000453) (0.00103)

Migrated to different cluster �0.210*** �0.250***

(0.00320) (0.00584)

Distance between counties �0.00340*** �0.00252***

(6.63e-06) (1.17e-05)

(Distance between counties)^2 1.04e-06*** 7.33e-07***

(3.23e-09) (5.54e-09)

ln(alpha) 0.0889*** 0.190***

(0.00156) (0.00270)

Constant 0.754*** 0.750***

(0.0801) (0.146)

Observations 687,845 221,067

Origin county FE Yes Yes

Standard errors in parentheses
*** p < 0.01, ** p < 0.05, * p < 0.1
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When examining the economic factors that influence the migration decision, we
find that migrants are more likely to move to counties with higher housing values in
the pre-recession period, but prefer counties with lower housing values during the
recession. This could reflect a change in migrant’s preferences, as those who are
affected by the recession could choose to move in order to find more affordable
housing options.

When interpreting the estimated effect of industry structure on the decision to
migrate, the results are somewhat surprising. We expected to find that during the
period of recession and recovery migrants would be moving out of industries
negatively affected by the recession and into industries performing relatively favor-
ably. While we find this is weakly true, the magnitude is actually much lower than
during the stable period. We also find that migrants are less likely to move to a
county that is outside of their origin county’s industrial cluster. It is interesting that
this effect grows larger during the period of recession and recovery. If the people
migrating during the recession are indeed individuals in the industries most affected,
as indicated above, we would expect both estimates to move in the opposite direction
relative to the initial estimate. These two signals together indicate that there may be
frictions that prevent migrants from adjusting their skills in response to economic
downturns. Another possibility is the decreased demand for labor drives increased
competition in the labor market that makes applicants from outside fields less
successful than they would normally be if they chose to switch industries. Either
way, the results seem to indicate that workers are unable to quickly change indus-
tries, as might be the assumed response.

Together, our results suggest that migrants are not perfectly free to adjust their
level of human capital and move to an area with relatively prosperous industries, but
instead respond by becoming more geographically flexible within a group of
counties with similar industrial structures.

11.5.2 Regional Resilience Results

Table 11.4 presents results from OLS regressions using both the county’s employ-
ment growth and the resilience measure where we calculate as the difference in
predicted employment growth and the actual employment level in the county. As
discussed in Sect. 11.3, the resilience measure reflects how well a county performed
relative to the national growth rate, weighted for its unique industrial composition.

When comparing the estimates across the two time periods we notice some
striking differences. First, the two alternative specifications yield similar results for
the first time period, but not for the second. While the employment growth model has
controls for share of the various industry sectors, the Resilience Measure controls for
industry structure much more thoroughly. We interpret the lower significance levels
in the second time period as a signal that stable growth is much less correlated with
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industry structure. Furthermore, the similarity between models (1) and (2) seems to
indicate that much of the correlation is being captured by the industry controls.

However, in the second time period, variables such as population size, amenities,
and education level are no longer significant, indicating that these effects are
correlated with industry structure. The emergence of a negative estimate for Median
House value and small positive value for household income are consistent with the
results from our migration model, further suggesting there is a connection between
migration and county employment growth.

We find that county-level demographics such as the percent married and percent
below poverty are significantly positively correlated with employment growth for
the 1990–2000 period, however they have no impact on employment growth from
2008–2012. This finding is consistent with the idea that the industrial structure of a
county has the largest effect on the growth of a county during a recession. Again we
find that after controlling for industry structure in specifications (3) and (4) these
factors are no longer significant.

Table 11.4 Regressions of resilience measure and employment growth

(1) (2) (3) (4)

Resilience
measure

Employment growth
1990–2000

Resilience
measure

Employment growth
2008–2012

Baseline log popula-
tion (1990, 2000)

�0.342*** �0.0937*** �0.0155 0.0352**

(0.119) (0.0139) (0.0476) (0.0140)

Amenity index 0.196** 0.0205*** �0.00667 0.0182**

(0.0815) (0.00778) (0.0358) (0.00794)

Median household
income (in thousands)

0.000279*** 2.98e-05*** 2.25e-05* 1.43e-07

(4.09e-05) (4.17e-06) (1.18e-05) (2.89e-06)

Median house value 0.00205 �0.00155** �0.00287* �0.000397

(0.00658) (0.000642) (0.00172) (0.000389)

Percent married 0.103*** 0.00733** �0.00427 �0.00244

(0.0290) (0.00293) (0.0114) (0.00266)

Percent below
poverty

0.172*** 0.0179*** 0.00563 0.00112

(0.0293) (0.00291) (0.0137) (0.00315)

Percent with
bachelors or higher

�0.0298 0.00379 �0.00142 0.00830***

(0.0241) (0.00316) (0.00981) (0.00295)

Constant �14.17*** �0.261 �0.874 �0.0124

(3.735) (0.462) (1.032) (0.403)

Observations 3089 3089 3103 3101

R-squared 0.081 0.140 0.061 0.097

State FE Yes Yes Yes Yes

Percent industry
controls

N/A Yes N/A Yes

Standard errors in parentheses
*** p < 0.01, ** p < 0.05, * p < 0.1
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In Table 11.5, we estimate the resilience models with the inclusion of a variable
representing the log inflow of migrants to the county. However, we caution that this
variable is likely endogenous, as migrants are more likely to move into areas which
are more resilient. However, we do find that in-migration is positively associated
with the regional resilience of an area in all specifications. This provides some
evidence that attracting new migrants to an area could be one strategy for increased
growth during a recession.

Overall, our results from the resilience models are consistent with the conclusions
from our migration model. While these findings do not prove a causal impact
of migration on resilience, they indicate that both migration and resilience are
responding to the same factors, namely a decreased significance of location specific
characteristics and an increased dependence on industrial composition. Furthermore,

Table 11.5 Regressions of resilience measure and employment growth

(1) (2) (3) (4)

Resilience
measure

Employment
growth 1990–2000

Resilience
measure

Employment
growth 2008–2012

Baseline log population
(1990, 2000)

�3.449*** �0.266*** �0.264*** �0.0260***

(0.556) (0.0548) (0.0750) (0.00519)

Amenity index 0.339*** 0.0310*** 0.00799 0.00126**

(0.0478) (0.00476) (0.00694) (0.000508)

Median household
income (in thousands)

0.190* 0.0239*** �0.0549** �0.000850

(0.0974) (0.00913) (0.0225) (0.00143)

Median house value �0.00266 �0.00183*** �0.000934 �1.21e-05

(0.00730) (0.000699) (0.000944) (6.15e-05)

Percent married 0.138*** 0.00703** 0.0213*** 0.000541

(0.0362) (0.00358) (0.00740) (0.000490)

Percent below poverty 0.247*** 0.0202*** 0.00788 0.000938

(0.0359) (0.00346) (0.0101) (0.000675)

Percent with bachelors or
higher

�0.0811*** 0.00366 0.00328 �0.000433

(0.0305) (0.00386) (0.00580) (0.000543)

Log inflow of migrants 3.157*** 0.173*** 0.230*** 0.0324***

(0.579) (0.0586) (0.0761) (0.00497)

Constant �12.93*** �0.176 �1.138* �0.187**

(4.632) (0.554) (0.661) (0.0759)

Observations 2546 2546 1807 1807

R-squared 0.105 0.156 0.173 0.237

State FE Yes Yes Yes Yes

Percent industry controls N/A Yes N/A Yes

Standard errors in parentheses
*** p < 0.01, ** p < 0.05, * p < 0.1
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we have shown there is a positive correlation between in-migration and regional
resilience in both the pre-recession and post-recession periods.

11.6 Conclusion and Future Directions

This chapter has explored the relationship between migration and resilience during
the Great Recession. Specifically, we examine whether the characteristics that attract
migrants have changed with economic conditions, and if these characteristics also
contribute to the resilience of a county. With regard to the first question of how the
factors which attract migrants change during a recession we conclude that during
periods of recession migrants are less likely to move to a county with a different
industrial composition as their origin county. We speculate that this is attributable to
the presence of frictions which prevent free adjustments to migrant’s human capital.
Rather than responding to a negative economic shock by changing industry,
migrants appear to respond by moving to an area that has the same industrial
structure, but may be relatively prosperous.

We examine the factors that contribute to a county’s regional resilience and
conclude that although demographic characteristics appear to contribute to growth
before the recession, during an economic downturn the industrial composition of a
county is the primary factor that drives resilience. Though we do not prove a causal
relationship between migration and resilience, we interpret the results of this chapter
as evidence that migration and regional resilience are connected through their
relationship to the industrial structure of an area.

There is much yet to explore about the underlying dynamics of these migratory
patterns. While we observe clear changes in migration patterns, future research needs
to delve into the role of labor supply vs labor demand as driving forces. Is migration
driving resilience or are people drawn to resilient areas? The first step in decoding
this would be access to migration data with a much finer temporal resolution. This
would allow more accurate exploration between migration rates an area’s economic
health. Plus, while we were able to compare a period of stability to a period of
relative instability, better data would allow separation of changes in behavior during
recession and the following time period. Insights into these specific effects, will
contribute to the distinct components of resistance and recovery already being
explored in the regional resilience framework.

While the goal of our resilience model was to look for significant drivers among
the variables in our migration model, the opposite would be a worthwhile undertak-
ing as well. By focusing specifically on the dynamics of the labor market, a better
model can be established to identify the patterns of resilience in local labor markets.
Seeing in turn, if these represent significant omitted variables from migration models
could help bring some clarity to this picture. While there is much yet to be examined,
our preliminary results support the idea that migration is an important variable in
local economies that should not be neglected in future resilience research.
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