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Fabio Cerina Francesco Mureddu
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Forthcoming on the Review of Development Economics

Abstract

This paper presents a New Economic Geography model of structural change, agglomera-
tion and growth. By assuming the same non-homothetic preference structure as Murata
(2008), we obtain similar results in that a progressive reduction of trade costs allows the
economy to pass from a pre-industrialized to an industrialized stage and then, within the
latter, from a dispersed to an urbanized regime. However, the introduction of capital
accumulation and the dynamic setting of our model open the door to a richer set of impli-
cations. First, an additional stage is introduced as, for some intermediate values of trade
costs, a multiple equilibria regime emerges with the symmetric and the core-periphery
equilibria stable at the same time. Second, the introduction of non-homotheticity in-
troduces a new channel through which growth is affected by trade costs and agglom-
eration. In particular, integration is always growth-enhancing while agglomeration is
growth-detrimental.

Key words: structural change; non-homothetic preferences; agglomeration; growth.
JEL Classifications: O11; O18; 041; R11; R12

1 Introduction

Structural change — defined as a shift in labour and expenditure allocation from agriculture
to non-agricultural sectors and, within the latter, from manufactures to services —is a well
established stylized fact for developed economies. The recent literature has investigated
two main explanations for this fact. One is based on supply and suggests that the evolution
of expenditure and labor shares is due to differences in sectoral TFP growth (among others
Hansen and Prescott, 2002; Acemoglu and Guerreri, 2008). The other is based on demand
and explains the evolution of expenditure and labor shares as the result of non-homothetic
preferences (among others Matsuyama, 1992; Kongsamut, Rebelo and Xie, 2001)!. Among
the latter, Murata (2008) introduces non-homothetic preferences and decreasing returns
to scale in the agricultural sector in a static model of New Economic Geography (NEG)
in order to show that integration can explain both structural change and the urbanization
process.

*We would like to thank Yasusada Murata, Luca Deidda and all the attendants to the seminar in
Cagliari, Saint Petersbourg (DEGIT), Barcelona (ERSA) and Miami (NARSC). Corresponding author:
Fabio Cerina, Viale Sant’Ignazio 78 - 09123 - Cagliari (Italy) - e-mail: fcerina@unica.it.

IThe concept of structural change has been pioneered by Fisher (1939) and Clark (1940). The two
explanations of structural change have already been discussed by Simon Kuznets (1966).
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Our model might be seen as an attempt to integrate the above approaches. By in-
troducing non-homothetic preferences and allowing for productivity growth differences
within sectors at the same time, it encompasses the demand and the supply-based views.
Moreover, it accounts for the spatial and the dynamic dimensions of the phenomenon: by
introducing non-homothetic preferences in a NEG and Growth model a la Baldwin and
Martin (2004), we replicate the economic mechanism introduced by Murata (2008) within
a dynamic framework of endogenous growth, which enables us to fully explore the long
run process of structural change.

In the model, structural change is led by the endogenization of sectoral expenditure
shares which, in equilibrium, depend on trade costs and spatial concentration of economic
activities. In particular, a reduction in trade costs leads to a reallocation in the sectoral
expenditure (Engel’s law) and labor shares (Petty’s law) in both regions. When trade
costs are high enough, the typical demand-linked and self-reinforcing agglomeration force
of Baldwin et al. (2001) - stemming from the birth of a new firm whose profits are spent
locally thereby increasing the regional market size - is weaker than the usual congestion
effect, which is a dispersion force working on the opposite direction. But, due to the
endogenous expenditure shares, our model displays an additional demand-driven self-
reinforcing mechanism of agglomeration: by increasing the northern real income through
the home market effect, a firm locating in the North will lead to an increase in northern
expenditure shares in the industrial good, thereby providing the incentive for another firm
to invest in the North. This additional agglomeration force, which we call Expenditure
Shares Effect (as in Cerina and Mureddu, 2012) drives most of the theoretical outcomes.
These can be divided in two groups: 1) the dynamic properties of equilibrium allocation;
2) the equilibrium growth prospect.

As for the first set of results, non-homotheticity introduces a nonlinear element in
the set of equilibrium conditions which leads to the emergence, for some intermediate
values of trade costs, of a multiple equilibria regime with the symmetric and the CP
equilibria stable at the same time. More precisely, among the many possible cases, there
is a wide range of plausible parameters’ values such that the stability map with respect
to (exogenous) movements in the trade costs seems to resemble historical data.

For almost prohibitive trade costs, prices can be so high that real income is low enough
for the representative consumer to purchase only the necessary agricultural good where
no technological progress is allowed. As a consequence, consistently with the so-called
Malthusian era®, growth is nil. Following Murata (2008) we call this a pre-industrialized
stage of the economy.

As trade costs decrease, real income increases up to a level which allows the industrial
(and luxury) good to be demanded. This creates an incentive for industrial firms to set-up
and invest in R&D. Hence the economy enters an early industrialized pre-urban stage with
positive but low growth (trade costs are not low enough to allow for massive consumption
of the technology-intensive good) and with a low degree of agglomeration (trade costs are
not low enough to activate self-reinforcing mechanisms of agglomeration).

A further reduction of trade costs leads to multiple equilibria: a small perturbation
for an economy located in one of the two emerging unstable equilibria may lead to self-
reinforcing mechanisms of both dispersion or agglomeration according to how firms are
allocated in the economy. This stage - which is not present in Murata (2008) - is defined
as an intermediate industrial economy with either dispersion or agglomeration.

Finally, if trade costs decrease even further so to reach the so-called break-point, the
symmetric equilibrium looses its stability and there is a strong incentive for industrial
firms to concentrate in space to fully exploit increasing returns to scale. We then finally

2Hansen and Prescott (2002)



enter a modern industrialized urban economy with a urbanized and industrialized core
and a rural periphery.

As for the second set of results, in contrast with standard models, non-homothetic
preferences allow growth to depend both on integration and agglomeration even in the
absence of localized spillovers. Integration, by increasing both regional expenditure shares
on industrial goods, creates an additional incentive for industrial firms to invest in R&D
and, therefore, it is always good for growth. This feature represents an alternative channel
through which integration boosts growth® with respect to the traditional explanations
based on comparative advantage, technology flows and efficiency gains. We believe this
mechanism to be relevant in real economies and deserving to be empirically tested.

By contrast, agglomeration turns out to be always growth-detrimental because it re-
duces the aggregate expenditure in industrial goods. This provides an explanation (alter-
native to Cerina and Mureddu, 2009) for the recent empirical evidence according to which
agglomeration boosts GDP growth only up to a certain level of development (Bruhlardt
and Sbergami, 2009). However, we find that an hypothetical central planner willing to
maximize growth will always choose the maximum level of integration even if the latter
implies a maximum level of agglomeration. Hence, the positive effect of integration more
than compensates (in absolute terms) the negative effect of agglomeration on growth.

The rest of the paper is organized as follow. Section 2 presents the analytical frame-
work; section 3 deals with the dynamic properties of equilibrium allocations; section 4 is
dedicated to the analysis of the rate of growth and section 5 concludes.

2 The analytical framework

The model’s structure can be viewed as a mix of Baldwin et al. (2001) and Murata (2008).

2.1 Production side

There are two regions, North and South, symmetric in terms of production factors (labour
L and capital K), preferences, technology, trade costs and labour endowments. In both
regions three sectors are active: traditional (agricultural) 7', manufacturing (industrial)
M and innovation I. Labour is immobile across regions* but mobile across sectors.

The traditional good T is produced under perfect competition and constant returns
to scale so that its production function is 7' = L. Moreover it is freely traded, while the
manufacture good M is subject to iceberg trade costs. Manufactures are produced under
Dixit-Stiglitz monopolistic competition (Dixit and Stiglitz, 1977) and enjoy increasing
returns to scale: firms face a fixed cost in terms of knowledge capital and a variable cost
ayr in terms of labour. Thereby the cost function is @ + way;x;, where 7 is the rental
rate of capital, w is the wage rate and a,; are the units of labour necessary to produce a
unit of output x;. Since a unit of capital K is required in order to set up the production
of a new variety n, we have K + K* = K% = n 4+ n* = n". When capital is immobile,
a unit of K might be interpreted as a mix of physical and human capital (Baldwin and
Martin, 2004) and then once a firm is set-up in a region, the owner is forced to spend

3The positive relationship between integration and growth is widely accepted. See Frankel and Romer
(1999).

4This is not the case in Murata (2008), where labor is mobile. From this viewpoint, our model is more
suitable to describe the European case, where only a very limited fraction of the labor force works in a
foreign country.



its capital income in the same region, therefore increasing the local market-size®. In this
case: n = K and n* = K*. By defining s,, = - and sg = %, we also have s,, = sk.
Each region’s K is produced by its own [-sector, so the production and the cost
functions of innovation are respectively K = 5_11 and F' = wray. To individual I-firms, the
innovation cost a; is a parameter, thereby our model enjoys endogenous growth assuming
that the labour unit requirements a; declines as the cumulative output rises. In this model
learning spillovers are assumed to be global so a; = % The growth rate of capital, firms
and varieties is then given by g = % and g* = g: In the following analysis, we will focus
on the northern region, as the southern expressions and definitions are isomorphic.

2.2 Households’ behaviour

As for the demand-side, an infinitely-lived representative household maximizes:

1

o0 1 K+K*
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Where p > 0 is the time-preference rate, v > 0 is the non-homotheticity parameter, Q(t)

is the consumption bundle at time ¢ which is a Stone-Geary non-homothetic combina-

tion of the manufacture bundle Cy(t) and of the agricultural good Cr(t). Finally, the

manufacture bundle Cj;(t) is a combination of the n* industrial varieties®.

The preference structure is basically the same as in Murata (2008) except for the
intertemporal dimension which is not present in the latter. The non-homothetic element
in the utility function, by making the industrial good a luzury good and the agricultural
one a necessary good, drives all the novel results of this paper. Also notice that, as in
Murata (2008) in the context of a NEG model and Blanchard and Kiyotaki (1987) in
a macroeconomic context, we neutralize agents’ love for variety by sefting to zero its

parameter. The analytical consequence is the emergence of the term n*'~° in the second-
stage utility function: this normalization neutralizes the dependence of the price index on
the number of varieties allowing us to concentrate the analysis on the influence of firms’
location and transport costs on the expenditure shares.

The infinitely-lived representative consumer’s optimization is carried out in three
stages. In the first stage the agent intertemporally allocates consumption between ex-
penditure and savings. In the second stage, in any ¢, she allocates expenditure between
industrial and traditional goods, while in the last stage she allocates industrial expendi-
ture across varieties. As a result of the intertemporal optimization program, the path of

E

consumption expenditure £ across time is given by the standard Euler equation z = r—p.

In the second stage the agent maximizes () under the constraint that Py,Cy +prCr = F,
_1

iI:(;K pg_adz} "7 is the Dixit-

Stiglitz perfect price index. Getting rid of the time notation and setting pr = 1, second-

where pr is the price of the traditional good and P, = [

5This is not the case when capital is mobile. In this case knowledge capital is interpreted as a blueprint,
an idea, a new technology, a patent, or a machinery. Hence a production shift need not being associated
to a demand shift. In this paper we will assume capital immobility but the case of capital mobility, being
analytically a special case of the former, is briefly analysed in the downloadable appendix.

6Notice that only the second-stage (intratemporal) optimization problem has a non-homothetic na-
ture, while the intertemporal optimization is intrisecally homothetic as there is no minimum level of
consumption to be satisfied. For this reason, the optimal "global" saving rate in each date is constant
and does not depend on real income. This is not the case in works focusing on convergence patterns with
subsistence consumption which is a related but different form of non-homotheticity (see Steger, 2000;
Chattarjee, 1994; Bertola et al., 2007).



stage optimization leads to the following optimal expenditure shares:

1
PyCuy Py W
Z max <,u ( u)vEnwlig ; max | m E/Py | (1)
1
Cr : Py : W
E min ( /J“ +( H)W/Enw ig ) ) min m EI/PM ) ( )

These expressions deserve some comments. First, notice that once « is set to zero, the
expenditure shares collapse to the usual Cobb-Douglas ones. Second it is easy to see that

when 7 is large enough and/or /Py, are low enough, then m ( = /? can be negative so

that consumption of industrial goods is set to zero and, consequently7 expenditure shares
in the agricultural good are equal to one. Finally, notice we have -2 a < 0 and d—m > () so
that regional industrial expenditure share rises with regional total real expendlture

wo—1

1 n
In the third stage, whenever m EP

is positive, the amount of M — goods expen-

diture is allocated across varieties according to the a CES demand function for a typical

1
. P wo—1 . . . .
M —variety ¢; = t=m <"E iy > E, where p; is variety j’s consumer price.
M

2.3 Expenditure shares, integration and agglomeration

Due to perfect competition in the T-sector, the price of the agricultural good must be
equal to the wage of the traditional sector’s workers: pr = wr. Moreover, as long as both
regions produce some T the assumption of free trade in T implies that not only price, but
also wages in agriculture are equalized across regions’. But since labour is mobile across
sector, wages of the three sectors cannot differ. Hence, M — sector and I-sector wages are
tied to T-sector wages and remain fixed at the level of the unit price of T-good:

* * * *
pT:pT:wT:wT:wM:wM:wI:w]:wzl (3)

Finally, since wages are uniform and all varieties’ demands have the same constant elas-
ticity o, firms’ profit maximization yields local and export prices that are identical for all
varieties no matter where they are produced: p = way =% . Then, imposing the standard
normalization ay; = % and using (3), we finally obtain p = w = 1. As usual, since
trade in the M —good is impeded by iceberg import barriers, prices for markets abroad
are higher: p* = 7p; 7 > 1. By labeling as pé@ the price of a particular variety produced
in region 7 and sold in region j (so that p = 7p®) and by imposing p = 1, the M —goods
price indexes might be expressed as follows:

*
1

Py = Uon(p%N)l‘”di + /On (pfjv)l“’dil - = (s + (1 - sx)§)™7 "5 (4)

*

1

1
" " e 1,1
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0 0

7An assumption is actually needed in order to avoid complete specialization: a single country’s labour
endowment must be insufficient to meet global demand. The purpose of making this assumption, which
is standard in most New Economic Geography and Growth models, is to maintain the M-sector and
the I-sector wages fixed at the unit value. See Bellone and Maupertuis (2003) for an analysis of the
implications of removing this assumption.
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where ¢ = 7177 is the so called “phi-ness’or freeness of trade which ranges from 0 (pro-
hibitive trade) to 1 (costless trade). To close the model, we need to express regional
expenditures as function of trade costs (freeness of trade ¢) and the degree of spatial
agglomeration sx. We obtain this expression by exploiting the labour market clearing
conditions in the three sectors and at the world level. Hence we can write® E = L + psk
and E* = L+ p (1 — sk ). Substituting for this two values in (2) and (3) we finally obtain
the expressions for regional expenditure shares in industrial goods as functions of trade
costs ¢ and industrial allocation sx only:

PMECM = max <“ —(1- M)W(SK +(LlJ:;st<) o ;0> = max [m (sk,¢),0] (6)

P%§&<=nmx<”—(1—107@%g:ﬁ?;jzghﬂ?0>::mmﬂm*@Km®,m (7)

We now focus on this set of expressions and we first analyse the role of industrial allocation
sk in determining the equilibrium regional industrial expenditure shares. It is easy to
see that regional expenditure shares are identical in the symmetric allocation s = 1/2
but unlike models with homothetic second stage-utility, regional expenditure shares in
manufacture can differ when sx # 1/2. In particular gg—Ti > 0 and ‘gsi; < 0 so that an
increase in the share of industrial firms located in the North increases northern expenditure
share and reduces southern one.

This is due to a twofold outcome. The first effect works through the regional price
indexes Py; and Pj;: by home market effect, an increase in sk allows northern households
to purchase a lower amount of goods from the other region so that they are less hurt
by trade costs. This increases northern real income which we know has a positive effect
in industrial expenditure shares (equation (1)). The opposite, of course, happens in the
South. The second effect works through regional expenditures £ and E*: an increase in
sk rises northern profits which themselves rise northern expenditure. But manufactures
are luxury goods, this movements to an increase in northern industrial expenditure share
and a reduction in southern one.

As for the role of trade costs, their effects are more symmetric in the two regions:
a higher degree of integration (larger ¢) leads to lower prices in both regions and then,
ceteris paribus, to an increase in North and South purchasing power. This increase - whose
exact amount will differ in the two regions as long as sx # 1/2 - allows the representative
household to allocate a larger fraction of expenditure in the luxury good so that % >0
and % > (. Hence a reduction in trade costs is also able to explain Engel’s law.

As in Murata (2008), agglomeration and integration are also able to explain the so-
called Petty’s law - i.e. the observed shift of the labour force from agricultural to non-
agricultural sectors. Using the market clearing conditions in the traditional and industrial
sector, we have:

Lo+ Ly = (L= m (s, 9)) (L + psic) + (1 —m" (sxc,6)) (L + p (1 = 5))

o —

L m (s, 8) (L4 psic) +m* (sx0,8) (L + (1 — 5x)))

The latter is clearly increasing in ¢. Hence, considering that the both northern and south-
ern labor forces are constant at, respectively, L and L*, we conclude that the integration
explains Petty’s law both at the regional and aggregate level. The same cannot be said

Ly+ L5, =

8The derivation is standard and it is available at request



about agglomeration as we have %{;—Z > (0 but %Z]? < 0 so that agglomeration in the North
has an opposite effect on regional industrial labor force. Clearly the net aggregate effect
of agglomeration on the global industrial labour force depends on the relative intensity of

the two regional effects.

3 Integration, Industrialization and Agglomeration

In this section, we will perform a detailed analysis of the equilibrium dynamics of industrial
allocation. As the only source of the dynamics in our model is the birth of new industrial
firms, the dynamic analysis can only be undertaken if the industrial sector exists. However,
this is not always the case as with non-homothetic preferences there is a wide range of
parameters values such that the consumer demand for industrial goods is nil and therefore
there is no incentive for industrial firms to set a new investment. The first part of this
section is dedicated to the analysis of the conditions under which a pre-industrial economy
is a steady state.

3.1 A pre-industrial economy

As we can easily see from (6) and (7) regional expenditure shares in manufactures might
not be strictly positive. When this is the case, given the lack for demand for manufactures,
the industrial sector simply does not exist and the regional workforce is wholly allocated
to the agricultural sector. As it’s straightforward from (6) and (7), that could happen
when: 1) the importance of industrial goods in the utility function u is low enough; 2)
the non-homotheticity parameter 7 is large enough; 3) the number of workers L and the
interest rate p are small enough and, most importantly, 4) trade costs are large enough.
Therefore, industrialization can be triggered by an exogenous change of one of the previous
parameters.

Following the NEG tradition, we concentrate on the effect of an exogenous reduction
in trade costs. When trade costs are sufficiently high, there might be no demand for
industrial goods and therefore no incentive for an industrial firm to set-up. In this case,
the economy is in a pre-industrial stage of development and the level of ¢ should be such
that:

(3K+(1—8K)¢)11",0) —0

¢<¢I;m(sK,¢):max(,u—(l—M)V L+ psk

_ =
b < 8 - m* (sx,¢) = max (u (- )y :;1(1 _Kl)f) ;0> 0
where ¢; and ¢; are the level of freeness of trade below which industrialization is not
triggered in the North and in the South respectively.

Given the perfect symmetry of the two regions in terms of technology, endowments
and preferences, industrialization should be triggered simultaneously in the two regions
because, in a rural economy, the incentive to set-up a new firm cannot differ across
regions. There are two consequences for this observation: first ¢; = ¢} because trade-
costs are symmetric; second, at the very beginning of the industrial age (i.e. when ¢ =
¢r) the industrial sector should be equally divided among the two regions so that the

“first”industrial steady-state (stable or not) is a symmetric one. As a consequence, ¢ = ¢;



implies s = % Therefore we have:

Ltor) T
m<1 ¢I) =m’ (%wbl) zu—2(1—u)v%=0

From this expression we can find an explicit value for ¢y, i.e., the industrialization-

o—1
triggering level of freeness of trade which is ¢; = 2 (ig;_‘%) — 1. Notice that there

are ranges of parameters’ values such that ¢; is either negative or larger than 1. In the
first case, the economy is always industrialized for whatever values of trade costs. In
the second case, industrialization is ruled out for any values of trade costs. Clearly, if
industrialization is impossible, there is no room for agglomeration. On the other hand,
when ¢; < 0, industrialization trivially exists for any level of trade costs. For this reason,
in the rest of the paper we concentrate on the case when ¢; belongs to the interval (0, 1).
A rural economy is then a steady state when ¢ < ¢y.

3.2 An Industrial Economy: Steady-State Allocations

In the next subsections, we will assume that 0 < ¢; < ¢ < 1 so that both regional
demands for industrial goods are strictly positive and industrial firms have the incentive
to set-up new investments. What does an equilibrium look like in such an economy? In
any equilibria the growth rate of the world capital stock will be constant and will either
be common (g = ¢* in the interior case) or North’s (¢ > ¢* = 0 in the Core-Periphery

case)’. In any case, the value of investing in a new unit of capital in the North and in the

South is respectively V = ﬁ and V* = pﬂT*g’ The expressions for profits stemming from
firms’ profit maximization are:
. Ev o SE ¢ (1 — SE) % Ev
™= B(8E73K7¢) Kvg - |:(3K + (1 — SK) ¢)m(81(,¢) + ((Z)SK +1— SK)m (SK3¢) Kvg

EY _ |: SE(Z) m
Kvo (sk+(1—sk) )

By using the labour market clearing condition and the expressions for the profits we are
able to find the equations representing the Tobin’s ¢ in the two regions:

14 Ev v Ev

=—=8B ) ) TN t = = B* ’ ) TN

1—SE * Ev
(psg +1— SK)m (SK’(Z))] Kvo

= B* (SE7SK7¢) (3K7¢)+

(8)

3.2.1 Interior steady states

Each firm will invest in the more profitable regions, i.e. where the Tobin’s ¢ is higher.
Since firms can be created both in the North and in the South, in any interior equilibria
g = q¢* = 1. The first equality is a no-arbitrage condition (¢ = ¢*), stating that in any
interior equilibrium there will be no incentive for a firm to move to another region. The
fact that both regions’ ¢ should be equal to 1, represents the optimal investment condition,
according to which in equilibrium firms will decide to invest up to the level at which the
expected discounted value of the firm itself is equal to the replacement cost of capital.
By solving this equation using (8) we find the steady-state relation between the northern
market size s and the northern share of firms sg:

m* (sk,d) (sx + (1 — sK) ¢)
m (s, d) (pskg + 1 — sk) + m* (sk, ) (sx + (1 — sk) @)

(9)

Sg (SK7 ¢) =

9This feature is obtained by time-differentiating sy = KLW and then imposing a constant value for sy

8



The definition of s when labour markets clear gives us the permanent income condition,
which is a relation between size sg and share of firms located in North sy :

L+ psi
w0 =S,

(10)
Those two relations drive the dynamics of our economy. We can define a new implicit
function whose zeros represent the interior steady-states allocations of our economy:

f(SK7¢) = Sg (SK’gb) - Sg (SK) (11)

We the define an interior steady-states allocation as any value of s}, € (0,1) such that
f(si,®) = 0. Notice that the symmetric allocation (SK = %) is always a steady-states
being f (%, ¢) = % — % = 0. However, and unlike most NEG models, this is not the only
feasible interior steady-states as the non-linearity of s¥ (sx, ¢) opens the door to multiple
intersections with the linear function s% (sx) and therefore to different values of s such

that f (sk, @) is zero.

Proposition 1 (Number of interior steady states) The system displays 1 or & interior
steady-states allocations: the symmetric allocation sy = % (which always exists) and 2
non-symmetric allocations: sk (L,p, ¢,y ) and s3 (L,p,¢,y) = 1 — sk (L,p, ¢,y ) which
emerge only for some values of the parameters. The symmetric steady-state is unique

2 1
when f (0, ) 21(5:4) < 0 while there are 3 interior steady-states when f (0, @) 8f(§s2j) > 0.

sk

Proof. Please refer to the downloadable mathematical appendix m
This proposition provides a necessary and sufficient condition for the uniqueness/multiplicity
of interior steady-states. However, despite its importance, it is not particularly informa-
. . . . of (3
tive as long as we do not provide an analysis concerning the way f (0, ¢) JCESS—QK@ changes
sign as trade costs decline. Because of the crucial linkages with the stability issues, such

analysis will be performed in the next sections within the analysis of the stability map.

3.2.2 Core-periphery steady states

Interior steady-states are not the only allocations where the regional share of industrial
firms is constant: sy is constant even when the latter is equal to either 1 or 0, e.g., when
the whole industrial sector is located in only one region. Since the two CP allocations
are perfectly symmetric, we just focus on the first where the North gets the core. By
following Baldwin and Martin (2004), we consider that for sx = 1 to be an equilibrium,
it must be that ¢ = V/F = 1 and ¢* = V*/F* < 1 for this distribution of capital
ownership: continuous accumulation is profitable in the north since V' = F', but V* < F
so no southern agent would choose to setup a new firm. Defining the CP equilibrium this
way, it implies that it is stable whenever it exists.

3.3 Stability analysis
3.3.1 A new agglomeration force: the Expenditure Share Effect

In this section we provide a complete stability map for the equilibria of our economy.
As we will see, this analysis is intimately linked to the issue of the number of interior
steady-states. At the end of this section we will be able to state, for any value of the



trade costs, the existence and stability of any kind of steady-state. Following Baldwin
and Martin (2004) we consider the ratio of northern and southern Tobin’s ¢:

. R — ¢(1-sp) *
q _ B(sp sk, 9) |:5K+(1E—SK)¢m(SK’¢) T G ™ (SK,¢)}

¢ B*(sg,sk,9) [%m(sm }) + mm*(sK7 gb)}

(12)
Starting from any interior steady-state allocation where 9 (sg, sk, ®) = 1, any increase
(decrease) in ¢ (sg, Sk, ¢) will make investments in the North (South) more profitable and
thus will lead to a production shifting to the North (South). Hence any allocation will be
stable if a production shifting, say, to the North (0sx > 0) will reduce ¢ (sg, Sk, ). By
contrast, if ¥ (sg, Sk, ®) will augment following an increase in sk, then the equilibrium
will be unstable and agglomeration or dispersion processes might be activated. Taking the
derivative of v (sg, sk, ¢) with respect to sx and then using the no-arbitrage condition
(true in every interior steady-state):

o (sp (sK), 5K, 9)

) :A(8K7¢)+B<SK7¢)+C(SK7¢) (13)
SK
where:
A(sk,¢) = (ng/m — ZT* /m*) 8 _T_ zi . Expenditure Share Effect (14)
K K
_ (1—¢)’ _ .

B (sk,¢) = Grt (1 =s5r)9) (s T (A —s1)) - Market Crowding Effect (15)

C(sk,0) = (1= ) dss (sx) (m (9sx + (1= si0)) +m” (sxc + (1 = 5) ¢))2: Demand Effect

(14+¢) dsg mm* (sx + (1 — sk) ¢) (¢sk + (1 — sk)) (16)

The last two forces are the same we encounter in the standard New Economic Geogra-
phy models and they are the formal representation of, respectively, the market-crowding
effect (a dispersion force) and the demand-linked effect (an agglomeration force). The
first force represents the novelty of our model. In the standard case, where m* (sg, ¢) =
m (sk,¢) = m and then gg—”; = g;”; = 0, this force simply does not exist. We dub this force
as the expenditure share effect in order to highlight the link between the existence
of this force and the fact that the expenditure shares are endogenous. This expenditure
share effect always represents a destabilizing force because gs—”; > (0 and gs—”;: < 0. There-
fore A (sg,¢) is always positive and the new agglomeration force emerges thanks to the
luxury nature of industrial good.

But what is the economic intuition behind this new agglomeration force? Imagine a
firm moving from South to North (Jskx > 0). Since manufacture is a luxury good, the
increase in the northern purchasing power will increase northern expenditure shares in

the industrial good (8—’“ > 0). This will amplify the demand effect in the North, thereby

Osg —

increasing northern profits and giving further incentive for an industrial firm to locate
in the North. This new force can be so strong that a CP outcome may be reached even
in case of capital mobility (see the downloadable appendix) and for whatever level of
transport costs.

3.3.2 Number and stability of equilibria

An important feature of the stability analysis is the following:

0 of (s
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In other words, any interior equilibria is stable (unstable) if the graph of f(-) in
the plane (sg, f (sk,®)) crosses the horizontal axis with positive (negative) inclination.

This finding links the uniqueness/multiplicity issue with the stability issue. In other

words, the sign of f 2’¢) is not only informative of the stability of any kind of equilibria,

but it is also a determlnant of the uniqueness or multiplicity regime. Moreover, the
particular shape of the function f (-) allows us to focus only on the value of its derivative

insg = % in order to deduce the stability properties of each (interior or CP) steady-state.

In fact, by proposition 1 and by continuity and symmetry of f(:), the sign of 91 SK 4)

in the symmetric equilibrium must be opposite to the sign of the same derivative i 1n the
two interior non-symmetric equilibria . As a consequence, the non-symmetric equilibria
(when they exist) are unstable when the symmetric equilibrium is stable and vice versa.
By applying a similar reasoning we can conclude that sy = 0 and sx = 1 are (local)
attractors only when the non-symmetric interior steady-states exist and are unstable or
when the symmetric steady-state is unique and unstable.

Before providing a complete stability map of equilibria allocation together with the
associated number of interior equilibria, we need to provide some definitions. First, we
call ¢p the break-point value of ¢, i.e. a value of the freeness of trade such that the
symmetric steady-state turns from stable to unstable:

af(‘SKa (b)

aSK

¢ < (>)pp = ——- 2> ()0

The effective value of ¢p will be the solution of this implicit equation:

L (1)1 - ¢5) <1+¢B)1% o

I, %~ 2 o1 " )

L+p n(L+ p)
Unfortunately, it is not possible to provide a closed-form solution for this break-point
because ¢ enters with non-integer powers in (17). However, we still can obtain some
qualitative results through the implicit function theorem. In particular, by writing ¢ =

op (p, L,p,0,7) and by differentiating (17), we obtain with a¢f < 0, ag’LB > 0, 6;1? >

0, % < 0 and, more importantly, %ﬂ < 0 so that, since in the model with homothetic
preferences v = 0, in our model the break-point is reached earlier than in standard models.
This should not be a surprise, given the existence of a new agglomeration force.

It iS also interesting to focus on the relation between ¢p and ¢;. As already antici-

@ﬁ)

mdustrlahzatlon emerges. Meaning that, given the assumed monotonicity of (2;5) with

0f(5.9)

respect to ¢, we have ¢p < ¢7. By substituting the value of ¢r in —52 v and imposing a
positive value, we find the condition in terms of v under which this is true:

pated, might be negative meaning that the symmetric allocation is unstable when

1
;M2L+p)< 2L+ p )01 (18)
2(1—p) \2L+p(2—0)

A newly industrialized economy then experiences catastrophic agglomeration if v is large

enough.

The second value of freeness of trade we need to focus on is the value of ¢ such that
£(0,) turns from negative to positive. This value, which we call we call ¢, is important
as, from proposition 1, it contributes to govern the number of interior steady-states. We
assume that this value us unique and we show in the mathematical appendix that this is
always the case if 7 is not too large and if p,p and L are not too small. We also argue that
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these restrictions are very mild as they are consistent with positive value for the regional
expenditure shares in industrial goods. Finally, the mathematical appendix also shows
that ¢ will always be lower than ¢p. In other words, as trade costs gets lower, f (0, )

0f(5.9)

becomes positive before 63}; turns negative, and so before the symmetric equilibrium

gets unstable.

3.3.3 Stability map

We are now ready to provide a complete characterization of the dynamics of the equilib-
ria allocation together with the associated number of interior equilibria. Provided that
¢r € (0,1), we discuss three cases, presented in propositions 2, 3 and 4, which differ in
the relative position of ¢; with respect to the interval (Qg,gb B), i.e., in the "timing" of
industrialization.

Proposition 2 In case ¢; < ngS < ¢p the economy starts in a pre-industrial state, and as
trade costs decrease the system moves first to an early-industrialized symmetric economy
then to an intermediate industrialized phase with either agglomeration or dispersion and
finally towards a modern industrialized economy with agglomeration (figure (1) in the
downloadable appendiz).

In this case, industrialization emerges for relatively high value of ¢ and the dynamics
of the model are the richest. The case presented in the proposition encompasses four
different phases:

1. ¢ € (0,¢;): when trade costs are higher than the industrialization-triggering value,
the economy is in a rural or pre-industrial phase: there are no industrial firm, only
the agricultural (low-tech) good is produced and, for this range of trade-costs values,
this represents a steady state of the economy.

~

2. ¢ € (¢1,¢): when the freeness of trade is higher than the industrialization-triggering
value, industrial firms emerge because households become rich enough to afford (and

demand) industrial goods. The fact that the freeness of trade is lower than ¢ implies

that f(0,¢) < 0 which, together with the fact that ¢ < ¢ and then w > 0,

implies, by proposition 1, that the symmetric allocation is the only interior steady-
state. Moreover, since ¢ < ¢p the symmetric allocation is also globally stable. We
call this phase an early-industrialized economy without agglomeration.

3. ¢ € (ngﬁ,qﬁ B): when the freeness of trade becomes larger than q; but still smaller than
1
oB, f(0,¢) switches sign from negative to positive making f (0, ¢) 01(3:9) positive

O0sk
itself. By proposition 1 that means that two other interior steady-states emerge

besides the symmetric one. Moreover, since 6f8(i¢> is still positive, the two new
interior equilibria are unstable while the symmetric one maintains its stability. That
makes the two CP allocations stable steady-states. In other words, the emergence of
two unstable interior steady-states - call them s}, and s7 - leads to the emergence of
three connected attraction sets: [0, s%), [s§, S| and (s57,1]. In the first, industry
does not have any incentive to set-up in the North so that if sx € [0, s%) than the
CP allocation sx = 0 is a locally stable equilibria. In particular, if the economy
is in the steady-states sj, then an infinitesimal relocation of a firm from North
to South activates a process a catastrophic agglomeration which leads eventually
to a CP pattern where the whole industrial sector is located in the South. In
the second attraction set, the symmetric allocation is locally stable so that if the

12



economy starts from the symmetric steady-state, there is no incentive for any firm
to locate elsewhere. Moreover if the economy starts from s%, then an infinitesimal
relocation of a firm from South to North activates a process of catastrophic dispersion
which leads eventually to a symmetric pattern where the industrial sector is evenly
distributed between North and South. Finally, the third attraction set is perfectly
specular to the first one: in this case the CP allocation s = 1 is a locally stable
steady-state. We call this stage an intermediate industrialized phase with either
agglomeration or dispersion.

4. ¢ € (¢p,1): when economic integration is strong enough to let ¢ overcome ¢pg, then

. a l’
the symmetric steady-state starts to be unstable and f (0, ¢) fa(szj)

negative again meaning that the symmetric allocation is the unique interior steady-
state. In other words, the two non-symmetric interior steady-states disappear, the
two CP allocations s = 0 and sxg = 1 become respectively locally stable steady
states in the sets [O, %) and (%, 1] and any shift of a firm from the symmetric allo-
cation to the North or the South activates a process of catastrophic agglomeration
respectively in the North or in the South. We call this economy a modern indus-

trialized economy with agglomeration.

turns to be

Proposition 3 In case g5 < @1 < ¢p the economy starts in a pre-industrial phase, and
as trade costs decrease the system mowes through an early state with either agglomeration
or dispersion and finally towards agglomeration (figure(2) in the downloadable appendiz).

In this case, industrialization emerges for a higher level of integration, but still lower than
the one which makes the symmetric steady-state unstable. There are three phases:

1. ¢ € (0,¢): this case is identical to case 1 related to proposition 2

2. ¢ € (¢1,¢p): for this level of freeness of trade, industrialization is activated when the
symmetric steady-state is still stable but f(0, ¢) is positive so that f (0, ¢) @ >
0. Therefore, at the beginning of the industrial era, the economy is stable at the
symmetric allocation but two other unstable non-symmetric interior steady-states
exist. That makes the two CP allocations stable equilibria so that this case behaves
as phase 3 related to proposition 2. We then call this situation an early-industrialized

economy with either dispersion or agglomeration.

3. ¢ € (¢, 1): this case is identical to case 4 related to proposition 2.

Proposition 4 In case $ < ¢p < ¢y the economy starts in a pre-industrial phase and
as soon as industrialization occurs the symmetric equilibrium looses its stability and the
system moves towards agglomeration (figure (3) in the downloadable appendiz)

So industrialization emerges when the symmetric steady-state is already unstable. That
happens when condition (18) holds. In this case there are only two phases:

1. ¢ € (0,¢;): the economy is in a pre-industrial stage of development.

2. ¢ € (¢r,1): this case is quite interesting because industrialization emerges when
¢ > ¢p already so that the symmetric steady state is unstable and catastrophic
agglomeration is activated by any firm exogenously moving from South to North or
vice-versa. We are the in an it early industrialized economy with agglomeration.
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The previous taxonomy tells us, for any value of the trade costs, the number of interior
steady-state and the dynamic properties of any steady-state, interior or not. As we can
appreciate, the departures from the case with homothetic preferences are quite relevant.
But if the possibility of structural change leads to relevant changes in the dynamics of
locational equilibria, the effects on the growth prospect is even more dramatic.

4 Growth analysis

In NEG and growth models with homothetic preferences (Baldwin and Martin 2004),
growth is affected by agglomeration only in the presence of localized spillovers which
minimize the cost of innovation when the whole manufacturing sector is located in only
one region. Moreover, integration affects the growth rate only indirectly, by inducing
agglomeration.

In our model, the endogeneity of expenditure shares due to non-homotheticity creates
an additional and alternative channel through which the rate of growth can be affected by
both integration and agglomeration. With non-homothetic preferences, integration and
agglomeration affect the growth rate through their impacts on the global expenditure on
industrial goods which positively affects the growth rate. Therefore, and simply enough,
since integration and agglomeration respectively increase and decrease the global expen-
diture on industrial goods, we have the following results: integration is good for growth
and agglomeration is bad for growth.

By the market clearing conditions in the three sectors and the fact that £ = sgEv
and E* = (1 — sg) E" as well as the definitions of m (sg, ¢) and m* (sk, ¢) we can write:

w_2L—g)o (A-p) .
R R o

where Z (sg,d) = ((SK + (1 — sg) qb)ﬁ + (1 —sxg+ sKgé)ﬁ). Hence world expendi-
ture is constant in equilibrium. An interesting feature of this equation is that ~ reduces
E™: there is a range of values of v for which the manufacture good, being a luxury good, is
not consumed at all. Given that world expenditure can also be expressed as £ = 2L+ p
it is possible to find an expression for the growth rate by equating the RHS of the last
two expressions:

2Lp —plo—p) — (1 —p)vZ (sk, ¢)

9 (sk,9) =

Alike the expenditure, also g depends negatively on «. The higher ~, the larger the range
of values for which the industrial good is not consumed and the incentive to invest in new
units of knowledge capital is missing. As for the effect of integration on growth we have:

9] 1— 0z
99 _ _(A-pv0Z _

[3J0) o 0¢
hence, due to the non-homotheticity of the utility function, we have the following
Proposition 5 Integration is good for growth

In plain words, a decrease in trade costs increases both northern and southern expen-
diture shares in industrial goods, thereby increasing the global expenditure in industrial
goods. The latter positively affects growth so that integration is always good for growth.
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By contrast the effect of agglomeration is:

aii __a — ”gi (<)0 & sx < (>)% (20)

This proves the following proposition

Proposition 6 Agglomeration is bad for growth whose rate is mazimized when Sy = =

|

Why is it so? Let us see it in detail. In general, the growth rate can be written as:

m (sk, @) (L + psk) +m” (sx,¢) (L +p (1 = sk)) = po

g:

This expression allows us to see the growth rate as a positive function of the aggregate
expenditure in industrial goods, i.e. m (s, ®) (L + psk) + m* (sx,®) (L + p (1 — sk)).
We can also appreciate the double effect of s on g. On the one hand, it increases growth
thanks to the effect on northern industrial expenditure m (sx, ¢) (L + psk); on the other it
reduces it thanks to its effect on southern industrial expenditure m* (sx, @) (L + p (1 — sk)):

0 1|0 om*
I _ - m(L+psK)+pm+
sk

0s K o 8 SK
—~
Nort h—effect South-effect

(L+p(L=sk)) —pm

where the North-effect is positive, while the South-effect is negative. Clearly the sign of
the expression depends on the sign of the term inside brackets on the right hand side. So
that:

1 0 om*
sg > (<) = <:>—m(L+psK)+pm—l—a
SK

2 0s K
~
North-effect South-effect

(L+p(1—sx)) = pm’ < (>)0

so if s > % the negative effect induced by the decrease of the industrial expenditure in
the South overcomes the positive effect of the increase in northern industrial expenditure.
That happens because with non homothetic utility functions aggregate expenditure on
industrial goods is maximum when industrial firms are evenly distributed in the two
regions. This asymmetry leads to the fact that, following the concentration of industry in
the North, the positive effect on Northern industrial expenditure would be offset by the
negative effect on Southern industrial expenditure.

4.1 Agglomeration as a Function of Integration

As shown in section 3, the equilibrium value of the share of firms located in the North sg
can be thought as a function of the freeness of trade ¢. As a matter of fact, we can think
that when ¢ < gg < ¢p the most likely steady-state (the only stable) is the symmetric
one. On the opposite side, when gg < ¢p < ¢ the most likely equilibria is one of the two
CP allocations. For intermediate values of the freeness of trade, $ < ¢ < ¢p, we have
three stable equilibria but if the economy locates itself in the symmetric steady-state it
will stay there unless a very strong perturbation moves sx within the attraction set of one
of the two CP outcomes. Therefore, even when gg < ¢ < ¢p, the most likely steady-state
is the symmetric one. And, for a given value of the freeness of trade inside this range, it
is also the faster-growing equilibrium because of (20). Hence, there are good reasons to
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consider the symmetric and the CP equilibria as the most likely outcomes being the only
steady-states that become stable depending on the value of ¢.

How does growth look like in these equilibria? The aim of this section is to find the
optimal level of economic integration with respect to growth. In other words, considering
that integration affects both the allocation of industrial firms and the growth rate, what
is the level of freeness of trade that a hypothetical central planner would choose in order
to maximize growth?

For a given value of ¢, the growth rate in these two different equilibria will be!?:

9(1 ¢) _2Lp—p(o—p) = (L=p)1Z(5.9)

o

27 f0r¢§¢B

_2bp—plo—p) =1 =p)Z(1,9)

9(1,¢) for ¢ > ¢p

It is not obvious which of the two growth rates will be higher: the first growth rate
displays a lower degree of integration (which is growth-enhancing) but a lower degree of
agglomeration (which is growth-detrimental) with respect to the second. It is easy to see
that there is a neighborhood (¢p — €, 5 + €) such that g (3,05 —€) > g(1,¢p +¢€) so
that it might be optimal to reduce the degree of integration in order to increase growth.
However, if we assume that the government has total control on ¢, a central planner
would choose the level of ¢ which maximizes both growth rate for any given locational
equilibria. This brings us to the last proposition

Proposition 7 The positive effect of integration on growth more than compensates for
the negative effect of agglomeration

In order to prove this proposition we must consider that since ¢ always increases growth,
the central planner would actually choose the maximum value of ¢ compatible with the
two equilibria - i.e. either ¢ = ¢p or ¢ = 1 according to whether growth is maximized
respectively in the symmetric or in CP equilibrium. Clearly we always have:

g (%,053) <g(L,1)

_1
because Z(1,1) =2 < Z (%, gbB) =2 (%) =7, Hence an hypothetical central planner
willing to maximize growth at the aggregate level will always choose the maximum level
of freeness of trade, ¢ = 1, even if it will lead to a CP outcome.

5 Conclusions

We have presented a NEG and growth model where consumers have non-homothetic
preferences and economic growth stems from new investments in R&D made by indus-
trial firms. The main message of our paper is that non-homothetic preferences (which
are widely considered as a relevant feature of real economies) uncover some theoretical
mechanisms which are worth being empirically tested.

Given the appeal that NEG models has on policy-makers, we believe our results to
have important policy implications as, for some plausible range of parameters’ values,
they are opposite to the commonly accepted models. This is particularly true concerning

10Without loss of generality, we assume that for ¢ = ¢ the symmetric steady-state will be stable.
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the way growth is affected by integration and agglomeration. The existing literature
agrees in fact with the following statements: 1) integration affects growth only indirectly
and only when spillovers are localized (Baldwin et al. (2001)); 2) agglomeration is never
bad for growth and it boosts growth when spillovers are localized (from Martin (1999)
onwards). These statements - as we have seen in details - are not true when preferences
are non-homothetic and led to structural change. Hence our main normative message
is that models of agglomeration and growth should not neglect the effect of trade costs
and industry location on expenditure shares otherwise they can suggest misleading policy
implications.
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Appendix A: Case of Capital Mobility

When capital is mobile, profits are repatriated back home so there is no connection be-
tween the set up of a new firm (dsg) and the variation in regional expenditure (dsg).
Hence gﬁf—i{ = 0 so that the demand-linked effect disappears and any equilibrium alloca-
tion is unstable if the quantity:

om* om
<85 m—aTm*) (psk +1—sk)(sk + (L —sk) @) +mm* (1 —¢)(1+¢) (Al)
K K
is negative. Notice that, when v = 0, and then %m = gm m*, this can never be true
SK SK

and then every initial allocation is stable. However, with non-homothetic preferences,
any steady-state allocation (in particular the symmetric one) might become unstable for
sufficiently low trade costs even when capital is mobile. That can happen because when
the expenditure effect is strong enough, a new industrial investment in the North might
be able to generate a price reduction sufficiently large to induce an increase in northern
industrial expenditure shares which in turn would able to raise northern industrial profits
until more than compensating for the negative effect of the market-crowding effect.
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Appendix B: proof of proposition 1
Consider f (sk, ¢), which, according to (11) and (12) can also be written as

m” (sk,¢) (sx + (1 — sk) ¢) ~ L+psk
m (si, ®) (dsk + 1 —sk) +m* (sk,¢) (sx + (1 —sk)d) 2L +p

f(sk,¢) = (A2)

By substituting for the explicit form of the expenditure shares as expressed in (8) and

(9), we find:

p(sie + (1= s5) @) [L+ psic] [L+p (1= s5)] = (1= )y (b + (1= 55)) 77 (s + (1= ) &) [L+psk] L+psk

p(4+@)[L+psk]l[L+p(1—sk)] — (1 —p)vk(sk, ) 2L +p
(A3)

f(sk,9) =

where:

k(s ¢) = (sk + (1= sK) @) (dsx + (1 = 5K)) [(SK +(1—sx)$)T7 [L+p(1—s)] + [T+ psx] (b5 + (1 — SK))ﬁ]

(Ad)
Notice that is f (sk,¢) symmetric with respect to the point (%, f (%)) meaning that
f(sg) = —f(1 —sk). This symmetry is very important as it allows us to limit the

analysis to the interval sx € [0; %) and then extend it to the rest of the feasible values of
Sk € [%, 1}, by simply applying the symmetry rule.
Define now the function:

[ (sx,9) (655 + (1= 55)) ™ (sx+ (1= 5x) 9)

h(sic, @) = N (sg, ) = #(1=2s) (po = L(1 = 9))=(1 = p)7y —(sg + (1 —sK)d)T=7 (dpskg + 1 — sk)
(A5)
where:
(L+psk) (L+p(l—sK))
N _ 0
(5, ¢) CL+ P A+ AL+ psul [L+p (1 —sx)] — (L= 1) 7k (5, 9)] (A6)

Since N (s, ¢) is positive for any sx € [0,1] and for any ¢ > ¢;, we have that
f(sk,0) =0 <= h(sk,¢) = 0: every zero of h(sk, ®) is also an interior steady state
and vice-versa. In particular, it is easy to see that h (%, gb) 0.

We can then re-write f (sg, ¢) as:

f(SK7¢) = h(sK7¢)N(SK7¢) <A7>

By differentiating with respect to sx we find:

af (SK7 ¢) _ oh (8K7 d)) ON (SKJ ¢)

N A
o DN (51, 0) + (s 8) (A8)
but, as we have seen:
h (% ¢> ~0 (A9)
so that: of (1 ¢) on (1 ¢)
5 5 1
22 = 22N | = Al
aSK aSK (27 (b) ( 0>
thereby we can conclude that:
- of(50) | . |9h(3.0)
s1gn [W = sign sk (A11)
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so that, in the symmetric allocation, the sign of the slope of f is the same as the sign
of the slope of h. This is also an important property which allows us to concentrate on
h (sk, ®) which is much easier to deal with from the mathematical point of view and it is
of great help in the proof of the following proposition.

So now focus on the function:

1

(sk + (1 —sk) )T (psk + 1 — sk)

h(sg,p) =pu(l—2s —L(1—9¢))—(1-— e

(sk, ) = k) (pp = L(1=¢))=(1—p)y (65rt (1 55))™ (55 4 (1 — 50)6)
(A12)

An interior equilibrium is a value of sx € [0,1] such that h(sk,¢) = 0. We already

know that % (3,¢) = 0. Moreover, it’s easy to see that h(sk,¢) = —h((1—sk),¢).

Hence, for any interior steady state in [0, %), there must be another interior steady

state in (%, 1} . More formally, if s € [O, %) is such that h (s}, ®) = 0, then there is
a sy = (1—sY) € (3,1] such that:

h(si, @) =h((1-sk),¢) =0 (A13)

For these reasons, to prove that there are at most 3 interior steady states is sufficient to
show that there can be at most 1 interior steady state in [O, %) L.e., we need to show that
the function h (sk, ¢) can cross the horizontal axis at most once in the interval [0, %)

The symmetry of f and h also implies that:
oh (SK,¢) _ oh ((1 — SK) s ¢)

Do Do (Al4a)
2 2 —
(851{) (88}()
As a consequence there is an inflexion point in sx = % as:
0%h (1 0%h (L
(2’¢) —_ _ (2’¢) =0 (A15)

(83K)2 (83K)2
We also have that:

) 2ufpp — L (1 —9)] )
e T { o (s + (U= s5)) =7 (sx + (1= 55) 0) 4 (s + (1= s5) @) =7 ' (955 +1 - s50)] }

Osk 1 1
+(dsx +(1—5K))T° +(sx + (1 —sK)P)1-7
(Al6a)
o %5 (dsgt+l—skg) _ _ %
9%h (SK,2¢) _ 1-wy(1-9¢)° | 15+ (1-sx)e) li%f&fﬁ% 2(sx + (1= 5K)9) T (A16b)
(@) o—1 %5 (Bsxc+ (1= s50)) 757 CEEIZ0D 4 (5510 1 (1 - 550)) 757

A necessary and sufficient condition for the single-crossing properties of A is the mono-

tonicity of %I;@ in [0 1) or, equivalently, the fact that W does not change sign

12
in [0, %) . We prove that this is the case.
Notice that:

sign T 0) |5 (it (L s 9T W)— 2(sxc+ (1= s10) )77
(Osk) — 155 (@sk + (1= sK)) 7 Gormsey T 2 (0sx + (1 —sk))77

(A17)
re-write the member on the RHS to obtain:

o (sk+(1-sk)9)
o—1(¢psx + (1 —sk))

o (gf)SKJrlsz) +2)

o—1(sk+ (1 —sk)o)
(A18)

(¢5K+(1SK))1:,( +2><5K+<15K)¢>13ﬂ<
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Notice that:

1 (sk+(1—sK)9) (psk + 1 —sk)
K< st (L—sr) ' Grt(1=sr)9) (A19)
so that:
1 o (sk+(1-sk)9) o (¢sk+1—sk)
I (o—l (@sx + (1—5x)) *2) < (a—1<sK+<1—sK>¢> ”) (A20)

Moreover, since o > 1:

s < % & (b5 + (1— 55))1% < (55 + (1 — ) 0)15% (A21)

hence it should be that when sg < % we have that

o (sk+(1—-sk)9)
o—1(¢psx + (1 —sk))

(b5 + (1 - 5)) 7= (

+2) < lonot (=) )7 (ST 0= )

o—1(sx+(1—5sK)o
(A22)

so that:

02h (s, )
s ——22 > >_—_& — 2 <0 A23
2 (0sk)? K75 (Osx ) (A23)

Hence %‘;"ﬁ) is monotone (and increasing) in [0, 1
1 zero in [O, %) and, by the symmetry rule and since h (%, gb) = 0, h can have at most 3
zeros in [0, 1]. And since h (s}, ¢) = 0 < f (sk,¢) = 0, we have shown that the interior
steady state allocations (i.e. the values of sk € (0,1) such that f (sx,¢) = 0) can be 1
or at most 3.

Once we have limited the number of equilibria, we are almost ready to provide the nec-
essary and sufficient condition for uniqueness and multiplicity. A necessary and sufficient

condition for the existence of three distinct interior steady states is the following;:

oh (5, 9)

(%K

1). Therefore h can have at most

h (0, ) >0

8h(%,¢)

We first show that the condition is sufficient. If h(0,¢) —=

> 0 then h(0,¢) >

on(L : . .
0(< 0) when % > 0(< 0). Since & (3,¢) = 0 and h is continuous, h must cross the
horizontal axis at least once and thus there must be at least one s}, € [O, %) such that
h(s5,®) = 0. As we have already shown such value is unique. Hence, by the symmetry

on(%, . . o . . .
rule, h (0, @) ha(s—zﬁ > 0 is a sufficient condition for the existence of three interior steady
state allocations in the whole interval [0,1]. As for necessity, assume that there are

three points s} € [0,3), 5x = & and s} = 1 — s such that h(s},¢) = h(3,¢) =

1
h(1—s%,¢) = 0. When % > 0 (<0), since h(%,@ = 0 and h(sk, @) crosses

the horizontal axis only once in [0, ), then it must be h (0,¢) > 0(< 0). By contrast,
1
when b (0, ¢) 22G:2)

e S 0, the interior steady state allocation is unique and equal to the

. . oh( 3, o . .
symmetric allocation s = % As for h (0, ¢) égjj) < 0, it is sufficient to notice that,

since the necessary condition for 3 interior steady states does not apply and since there
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cannot be more than 3 interior steady states, hence there is only one interior steady state,

. . _ . on(1, .
the symmetric allocation 55 = % As for the knife-edge case h (0, ¢) a(;j) = 0, again the
interior steady-state is unique because of the following reasoning. We have three possible

cases:

1. h(0,¢) =0 and ( %) # 0. In this case, since we already know that there is only

one sy € [0,1) such that h (s§,¢) = 0, then it should be s}, = 0 which does not

satisfy the definition of interior steady state !

8h<27¢)

= 0. Since is monotone in s € [O, %} there cannot

2. h(0,¢) # 0 and

be other sx € (0, ;) such that %ﬁ’@ = 0. Hence h cannot cross the horizontal
1

axis in (0, 5) and the symmetric equilibrium is unique in sx € [0, 1].

Oh(sk,®)
sk

1
3. h(0,¢) = 0 and 8h§;};¢) = 0 : this case is ruled out by the strict monotonicity of
oh(5.9)
Os i

Appendix C: Unique ¢p and ¢2

Along the text we have assumed that ¢p (the value of the freeness of trade such that
af(3,

f{§2 %) switches from negative to positive) and gb (the value of the freeness of trade such
that f(0,¢) turns from positive to negative) are both unique. We now express these
conditions in terms of the value of the model’s parameters.

First focus on ¢p. From Section A we already know that we can write:

0f(3:9) _ 0 (3.9) (¢) (A24)

85K 85K

we can focus on the

8f(%wﬁ)
SK

where N (% gb) is always positive. Hence, to study the sign of

(%

sign of %) . The latter, by differentiating h(sg, ¢) with respect to sx and then setting
Sk = 1/2 “can be written as

oh (3, 9) L (1-wy(1-¢) (1+¢\7" o
T b A (2) o—1

] (A2

We know that the symmetric allocation (which is always a steady state) is unstable if

M < 0. We aim at studying how the sign of this partial derivative changes along the

fea81ble interval of ¢ that is (¢;,1). Let’s check the sign at the extreme of the interval.
When trade costs are nil we have

oh (3,1)

— —9up< 0 A26
Ds [ (A26)

meaning that for very low trade costs the symmetric equilibrium is always unstable. This
result is in line with the existing literature.

1 Actually in this case s% = 0 is a core-periphery equilibrium which also satisfies the interior equilibrium
property, i.e., it is such that f(s};) = 0. By contrast, the core-periphery outcome needs not to satisfy
this condition.
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At the industrialization-triggering value of trade costs, that is, ¢;, we have:

Oh (3. 1) L _¢I_1—u gl (1_¢I)(1+¢1>11“ 4

=2u (L
0sk pL+p) L+p w L+p 2 o—1

(A27)
which can be either positive or negative. As a consequence, for high trade costs (yet
not too high, because otherwise industrialization would not be feasible), the symmetric
equilibrium might be either stable or unstable. Hence, in order to have at most one

2, (1
break-point value, it is sufficient that 88};&%’;) < 0. By computation we obtain:
*h (3, 0) o (1—py (1+o\™ 1 1-¢
——=—~2 =2 (L -1 1 — A28
Do L) +0—1,u(L+,0)( 2 ) {4_0—11—1-(?} (A28)
so that:
0%h (2, 1- 1 | ~1(
MG)(:}( u)’y<(+¢) o { (c—1)(1+9¢) } (A29)
sk 0P (L + p) 2 o |[(e—=1D(1+¢)+1—2¢
This condition tells us that, in order for the break-point to be unique, the quantity ;(L]izf‘?o’;
should not be too high.
Let’s now focus on ¢. We observe that
h(0,1) = pup> 0 (A30)

while h (0, ¢7), might be positive or negative. Similarly to what we have done for ¢p, in
order to guarantee that there is at most one value of ¢ - call it (/5 - such that h(0,¢) =0,
it is sufficient (but not necessary) to assume that the derivative of h(0, ¢) with respect to
¢ is positive for any ¢ € (¢7,1). When this is the case, h (0, ¢) always increases with ¢.

If we compute %ﬁ;‘ﬁ) we find:
%ﬁ;’@ =pn(L+p) = (1=p)y [(U(; i)f;gbljr 1 (A31)
so that: i
Oh(0,¢) _ o o A=m7 _ (0—1)91‘;ﬁ (A32)
d¢ p(L+p)  (0—1)¢s1 +1
Hence both conditions can be expressed in terms of (l(;f);) and in both cases the RHS

of the condition is a quantity which should be smaller than 1 in order to ensure uniqueness.
Unfortunately, we cannot say which of the two RHS is larger but we can anyway express
the requirements for the uniqueness of ¢p and ¢ with a single condition. Our analysis

1
then shows that%<0and%§fb)>0for any ¢ € (¢r, 1) if:
1 _o_
A-wy . <1+¢>v—la—1 G-1(1+0) ] (o-1)e
———<min | | — ; -
p(p+L) 2 o =11+ ¢)+1-0] (6 —1)¢po1 +1

(A33)
This last relation tells us that a single break-point ¢p and a single ¢ is guaranteed
if «v is not too large, p,p and L are not too small. To see that this condition is not

particularly strong notice that the positivity of the industrial expenditure shares requires
(in the North) that:

A-my _ ., eV )P
m(sK,¢)>0<:>u(L+pSK)<(K+(1 K)®) (A34)
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In the symmetric equilibrium this condition becomes:

1 (1—p)~y 2L+p (1+¢ =
m(§’¢>>0<:>u(L+p)<2(L+p)( 2 ) <! (A35)

This condition, which should always be true for the industrial sector to exist, can be
expressed as well in terms of U= and tells us that the industrial sector exists if the
latter quantity is smaller than a quantity which is itself smaller than 1. In other words,
even the same existence of the industrial sector is guaranteed if v is not too large, u,p
and L are not too small. Hence, there is a wide range of parameters’ values such that the
condition:

2(L+p) 2 2 o

e (139) < (132)" 25 [t

(A36)
is true for any ¢ € (¢, 1). If this is the case, the same emergence of the industrial

82h(L, ~
sector guarantees that asiia:;) < 0 and 8h62§¢) > 0 and therefore ¢ and ¢ are always
unique.
We have also assumed that é s ¢) > 0 which is a sufficient (but not necessary) condi-

tion in order for the existence of a single ¢ (we have called it ¢) which changes the sign
of h (0, ¢) from negative to positive.

Appendix D: q% is always lower than ¢p

We provide the proof for the interval sx € [O l) as, by symmetry, the same argument

12
applies for sg € [%, 1] . We know that, by definition, f (O,$> =h <0,($> = 0. We also
know that f (%, gb) =h (%, gb) = 0. As the latter relationship is true for any ¢, it also holds

when ¢ = ngS Hence, h <0, 5) =h (%, é) = 0. By proposition 1, we also know that, since

% is positive for sy € [O, l), there cannot be other value of sx € [0, 2) such that
K
h (sK, $> = 0. Now 2 ( 2 > ( for si € [O —) implies that (QI;¢)> aha(soj). Moreover,

since h <0, gg) =h (%, gb) = 0, by continuity of h and ;S—KK’d), there should be a unique

oh(s',, . e :
she € (0, 2) where g?; %) =0 and %};’@, being 82%%(@) positive in the whole interval,

. . . " on(%.6 on(0,6
switches sign from negative to positive. As a consequence, we have on(36) > 0> M

0sk Osk
. oh(3, on(5.0) . o . .
Since % =0 and 8(5—2;» is decreasing in ¢ (provided that ~y is small enough) then

it must be ¢p > gg

Appendix E: Stability Maps
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Figure 1: Stability map when ¢; < ¢ < ¢5
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The dotted and solid lines represent respectively the unstable and the stable equilibria

Figure 2: Stability map when ¢ < ¢; < ¢5
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Appendix A: proof of proposition 1

Consider the function:

1

(5K + (1= sx) )77 (¢sK + 1 - sK)
h(sk, = —2s —L{1-¢))-01- =
(5K 9) p(=2sx) (p¢ = L(1—9)) = (L —p)y —(¢sk + (1= sK))77 (sx + (1 — sk) ®)

An interior equilibrium is a value of sk € [0, 1] such that h(sx,$) = 0. We surely have h (%, QS) = 0.
Moreover, h (sk,¢) = —h((1 — sk),®). Hence, for any interior steady state in [O, %) , there is also an
interior steady state in (%, 1} . More formally, if s7, € [O, %) is such that h (s}, #) = 0, then there is a
s3 = (1—sy) € (%,1] such that:

h(si,9) =h((1—sk),¢) =0

For these reasons, to prove that there are at most 3 interior steady states is sufficient to show that there
can be at most 1 interior steady state in [O, %) Le., we need to show that the function h (sk,¢) can
cross the horizontal axis only once in the interval [O, %)
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The symmetry of f also implies that:

Oh(sk,¢) _ Oh((1—sk),9)
Osk Osk
a2h(sK7¢) _ _azh((l_sK)v(b)
(8sk )’ (8sk)*

As a consequence there is an inflexion point in s = % as:

h(3.¢) __9*h(5.9)

(88}{)2 (aSK)2 =0

We also have that:
) 2ul¢pp — L (1 — ¢)] )
(sac + (L= sx) T~ s+ (1= 510) ) + (o1 + (1= 52) )77 (B +1- )| 1

1
dsx +(1—u)v(1—¢)[ ot [

+ (s + (1= s5))T=7 + (s + (1 — sx) ) T=F

(0sx)? o-1 — = (gs + (1= s o7 CEEO—2)e) |y (g0 4 (1= 5)) To7

azh(skﬁ):_(l—#)’v(l—qﬁ)Z{ 25 (sxc + (1= 1) ) 170 2L o (o (1= 5x0) 0) 157 ]
(¢src+(1-sK))

A necessary and sufficient condition for the single-crossing properties of h is the monotonicity of

2
%ﬁ;"p) in [0 %}S’Z@ does not change sign in [0, 3) . We prove that

this is the case.
Notice that:

, %) or, equivalently, the fact that

a e sk+1l—s =
sign&hlomd) o ﬁﬂw+a—wwa%§%§@;uw+u—wwyL
(0sK) —1%5 (ds + (1= 5K)) 77 (oigiosey T 2 (9sx + (1 —5K))77

re-write the member on the RHS to obtain:

o+ (1= (LI GEERTE o) o+ (s o7 (S AT )

Notice that:

1 (5K+(1*5K)¢) (¢5K+1*5K)
K Gent U—sr) S Grt(L—sx)d)

1 o (5K+(175K)¢)) g (¢5K+1*5K)
SK<2<:>(O'—1(¢SK+(1—SK)) +2) = (0—1(5K+(1_5K)¢)+2)

Moreover, since o > 1:

so that:

S < % & (psg + (1 — sk))T7 < (sk + (1 — sg)p) ™7

combining 5 and 5 leads to:

o+ (1= (LI GEEETS +2) <o - sor™ (L2 (2N TG o)

so that:
2
SK < 1@M>O
2 (Osk)
2
SK > 1@M<O
2 (831{)

Hence %’;@ is monotonic (and increasing) in [0, 1) so that h (sk, @) can cross the horizontal axis

at most once in the same interval. And since signh (sx, ®) = signf (sk, ), then, there can be 1 (the
symmetric allocation) or at most 3 interior steady-states.
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Appendix B: Unique ¢p and ngb

2°h(3%, S . i
Along the text we have assumed that 85&85) < 0 which is a sufficient (but not necessary) condition

for the existence of a single break-point ¢5. We have also assumed that %&’@ > 0 which is a sufficient

(but not necessary) condition in order for the existence of a single ¢ (we have called it (ﬁ) which changes
the sign of h (0, ¢) from negative to positive. In the following, we provide the condition in terms of the
models’ parameters for this to happen.

By computation we obtain:

& (3.0) o (l—p)y (14677 1 1-¢

85K28¢ =2u(L+p) 1+U—1M(L+p)< 2 > {1+a—11+¢}
so that:

9*h (3, 9) (1—p)y 14+ ¢ TTg_1 (c—1)(1+9)

D500 <0‘:>u(L+p><< 2 ) o {(0—1)(1+¢)+1—¢>}

As for %&@ we have:

P — (L)~ (1= [(”(U 2
o oh (0.0) (-wy_ _(o-Der
) - 0 - 7!
AR = R
Notice that both condition can be expressed in terms of U= 4nd in both cases the RHS of the

n(p+L)
condition is a quantity which is smaller than 1. Unfortunately, we cannot say which of the two RHS is

larger but we can anyway express the requirements for the uniqueness of ¢ and (,zAS with a single condition.

2h( L
Our analysis then shows that aa};igéi) < 0 and %&’qﬁ) > 0 for any ¢ € (¢r,1) if:

“_m<mm<(1+¢)”110’—1[( (c-1)(1+9)  (o—1) ¢ )

p(p+L) 2 o [(e-1)A+¢)+1-9¢] (6 —1)p77 +1

This last relation tells us that a single break-point ¢p and a single g?) is guaranteed if v is not too
large, u, p and L are not too small. To see that this condition is not particularly strong notice that the
positivity of the industrial expenditure shares requires (in the North) that:

m(sK,¢>>0<:>M(1_m <(sxt+(1—s5) )7

(L + psi)

In the symmetric equilibrium this condition becomes:

1
1 1-— 2L 1 o=1
m|=,¢ >O<:>( N)7< Rl +é <1

2 p(L+p) 2(L+p) 2
This condition, which should always be true for the industrial sector to exist, can be expressed as well
(1—p)y
n(L+p)
quantity which is itself smaller than 1. In other words, even the same existence of the industrial sector is

guaranteed if 7y is not too large, i, p and L are not too small. Hence, there is a wide range of parameters’
values such that the condition:

2tp (L+o\77 _ o ((146\TT o1 (0-1(1+d) ] (0-1e7
2<L+p)( 2 ) <mm<( 2 ) o [(al)(1+¢)+1¢> ’(0—1)¢a"1+1>

in terms of and tells us that the industrial sector exists if the latter quantity is smaller than a

is true for any ¢ € (47, 1). If this is the case, the same emergence of the industrial sector guarantees

0%h(i ~
that 335(%7? < 0 and %2;@ > 0 and therefore ¢ and ¢ are always unique.
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Appendix C: QAS is always lower than ¢p

We provide the proof for the interval sx € [O, %) as, by symmetry, the same argument applies for sx €
[%, 1] . We know that, by definition, f (O, qAS) =h (O7 QAS> = 0. We also know that f (%, qb) =h (%, (;S) =0.

As the latter relationship is true for any ¢, it also holds when ¢ = (/B Hence, h (0, a) =h (%, q3> =0. By

2 (4
% is positive for si € [0 l) there cannot be other value
K

oh(0,4)

BSK

proposition 1, we also know that, since
2
of s € [O ) such that h (sK,ng) = 0. Now % 0 for si € [O 7) implies that (zj)>
K
Moreover, since h (O d)) =h (%, zj)) = 0, by continuity of h and %ﬁ’@, there should be a unique s’ €
(0, 3) where (aSK 9) _ and ‘%(QK %) being M positive in the whole interval, switches sign from
. . (wb) oh(0,6) on(%.¢8) h(3.¢)
negative to positive. As a consequence, we have aSZK > 0> —5;—. Since 817;( = 0 and ﬁ

is decreasing in ¢ (provided that v is small enough) then it must be ¢p > qAS
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